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Abstract
Semidefinite programming (SDP) is frequently
utilized to relax clustering problems, but its results
are heavily dependent on the rounding step used to
obtain a clustering. We will assess the viability of
combining semidefinite programming with a
deterministic rounding approach called iterated
linear optimization as an alternative clustering
method. This analysis will include examination of
the accuracy of the algorithm via experiments on the
MNIST dataset.

Background

To make combinatorial optimization problems more
computationally feasible, semidefinite relaxations
are often used to switch from the combinatorial
solution space to the continuous solution space of a
problem with semidefinite matrix constraints, such
as the method by Goemans and Williamson which
gives a 0.878-approximation for the MAX-CUT
problem [4]. However, reaching a combinatorial
solution from the semidefinite programming solution
can prove challenging; while a randomized rounding
scheme worked well for MAX-CUT, efforts to extend
this method to the MAX k -CUT problem found that
in that setting it could produce arbitrarily poor
approximations of the solution [3]. Felzenszwalb,
Klivans, and Paul have proposed iterated linear
optimization (ILO) as a deterministic rounding step
for semidefinite relaxations [2]. This approach is a
fixed-point method, which can operate over any
convex set △ and iteratively solves for T (x) until it
reaches a point such that x = T (x):

T (x) = argmax
y∈△

x · y

This can be applied to any combinatorial problems
with semidefinite relaxations, including clustering
problems, which seek a partition of n items into k
groups according to some measure of optimality [1].
The relaxed solution space for this problem is the
k -way elliptope, Ln,k :

Ln,k := {X ∈ S(n)|X ⪰ 0,Xii = 1,Xij ≥ −
1

k − 1
}

Methods & Results
The k -means clustering method was used as a
baseline for performance assessment. Clustering
was run on random samples of unprocessed images
from the MNIST dataset and on lower-dimensional
representations preprocessed via TensorFlow [5].

Figure: SDP-ILO strategy: From a n-by-n difference matrix, set
up SDP and use ILO to round the result to a vertex of Ln,k .

In the unprocessed tests, k -means performed more
efficiently but SDP-ILO outscored its clustering
outcome according to multiple measures, including
adjusted Rand score and Davies-Bouldin score.
With pre-processing, the methods had more similar
scores, but SDP-ILO showed a stronger preference
for the correct number of clusters (k = 10).

Figure: Sample Rand scores
for clustering 50 raw images

Figure: Rand for clustering 50
preprocessed images

Figure: The image at the center of each SDP-ILO cluster using
preprocessed data. All 10 digits are visibly identifiable.
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