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Abstract
Rich sensorimotor interaction facilitates language learning and is presumed to ground conceptual representations. Yet empirical support for early stages of embodied word learning is currently lacking. Finding evidence that sensorimotor interaction shapes learned linguistic representations would provide crucial support for embodied language theories. We developed a gamified word learning experiment in virtual reality in which participants learned the names of six novel objects by grasping and manipulating objects with either their left or right hand. Participants then completed a word–color match task in which they were tested on the same six words and objects. Participants were faster to respond to stimuli in the match task when the response hand was compatible with the hand used to interact with the named object, an effect we refer to as affordance compatibility. In two follow up experiments, we found that merely observing virtual hands interact with the objects was sufficient to acquire a smaller affordance compatibility effect, and we found that the compatibility effect was driven primarily by responses with a compatible hand and not by responses in a compatible spatial location. Our results support theoretical views of language which ground word representations in sensorimotor experiences, and they suggest promising future routes to explore the sensorimotor foundations of higher cognition through immersive virtual experiments.
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1. Introduction

1.1. Action/sensory language is grounded in sensorimotor processes

Embodied language theories propose that linguistic representations are grounded in sensorimotor experiences: that words evoke sights, sounds, and movements in the mind, and
those features constitute the representations of the words (Barsalou, 1999, 2008; Gallese & Lakoff, 2005; Glenberg, 1997; Glenberg & Kaschak, 2002). In many cases, theories of language embodiment have focused on how sensorimotor experiences are reactivated and recombined in mental simulations (Barsalou, 2009; Zwaan & Madden, 2005). Simulations are thought to constrain ongoing sensorimotor processes, perturbing the actions and perceptions of language listeners. Furthermore, interactions between the sensorimotor foundations of language and real time sensorimotor processes are bidirectional; thus, concurrent motor and perceptual states bias the comprehension and production of language. Evidence supporting a general view of language as situated and embodied extends from embodied spatial language (Spivey, Tyler, Richardson, & Young, 2000) to emotional language (Glenberg, Havas, Becker, & Rinck, 2005; Havas, Glenberg, & Rinck, 2007) and abstract language (Casasanto & Boroditsky, 2008; Matlock, Holmes, Srinivasan, & Ramscar, 2011).

In a seminal finding, Glenberg and Kaschak (2002) demonstrated how language processing can influence seemingly unrelated aspects of action. In an effect referred to as the action-sentence compatibility effect, participants heard sentences with implied motion away from (“She closed the drawer”) or toward a protagonist, and judged whether the sentences were sensible by pulling a lever toward or away from themselves. When the direction of the response was the same as the implied motion of the sentence, participants made sense of the sentences more quickly. The speed at which a response could be prepared and executed was influenced by the semantics of the sentence. This is consistent with a view that sentence meaning is understood by how, in terms of body and environment, the actions in the sentence are accomplished.

In addition to the substantial evidence indicating that language is grounded in sensorimotor experiences, numerous studies show how language generates patterns of activity in the nervous system which correspond to sensorimotor experiences. For instance, olfactory areas are activated by words associated with smells (González et al., 2006), and sound-related words like “ringing” activate auditory regions more than non-sound-related words (Kiefer, Sim, Herrnberger, Grothe, & Hoenig, 2008). Many studies have shown that action words and action sentences activate somatotopic regions of the motor cortex, such that “kick” recruits leg area of vPMC and “lick” recruits the face area (Buccino et al., 2005; Hauk, Johnsrude, & Pulvermüller, 2004; Tettamanti et al., 2005), and this differential activation has been found to occur as early as 200 ms after word onset (Hauk & Pulvermüller, 2004), suggesting involvement of these areas in early semantic processing. Not only does language perception evoke sensorimotor activity, non-invasive brain stimulation of action regions can facilitate or inhibit linguistic processes. Pulvermüller, Hauk, Nikulin, and Ilmoniemi (2005) found that priming the respective effector representation area of primary motor cortex (M1) using single-pulse transcranial magnetic stimulation (TMS) decreased reaction times for responding to words describing actions performed by the stimulated effector. Vukovic, Feurra, Shpektor, Myachykov, and Shtyrov (2017) found that online repetitive TMS to the motor cortex slowed reaction times to action words, while leaving reactions to abstract words unaffected. These experiments bolster the view that sensorimotor systems in the brain are not only activated by language comprehension but play active roles in understanding.
1.2. How do novel words become grounded in sensorimotor systems?

Despite the abundant evidence that language is grounded in the experiences of the body, a key area of embodied language theories lacking empirical support is the process by which sensorimotor experiences come to underlie the representation of novel words. The studies described above observe neural activation during perception of well-known words, which reflects the long-term semantic networks of these concepts and top-down knowledge of affordances. Research on the acquisition of embodied language effects is sparse (see Öttl, Dudschig, & Kaup, 2017; Richter, Zwaan, & Hoever, 2009), and it has yet to be demonstrated that natural interactions with novel objects can give rise to the kinds of effects discussed above. Empirical support for this initial phase of embodied language learning provides a crucial test of embodied language theories. If novel words do not show early effects of the sensorimotor context in which they were learned, this would undermine the view that the sensorimotor processes are truly constitutive of the word meanings, rather than more passive associations. However, if specific sensorimotor experiences that take place during word learning influence how those words subsequently affect behavior, it would provide powerful support for grounded word learning.

Circumstantial evidence for sensorimotor interaction playing an important role in the acquisition of new words can be found in studies of infant word learning. Yu, Smith, and Pereira (2008) found in a novel word learning study with 18-month-old children that the proportion of time that an object remained in an infant’s visual field, as well as the amount of time holding a named object when its name was spoken, was predictive of successful word learning. This suggests that sensorimotor properties are important features of word learning, but it leaves unclear whether the kinds of interactions experienced by a learner influence the semantic representations of learned words.

One reason that evidence for the acquisition of embodied language effects is sparse is due to a tendency for word learning studies to rely on standard computer tasks where participants learn the novel words for flat images of objects on a screen (Kirkham, Slemmer, & Johnson, 2002; Smith & Yu, 2008; Trueswell, Medina, Hafri, & Gleitman, 2013; Yu & Smith, 2011). This kind of learning is very unlike real-world word learning, where children learn about objects by picking them up and interacting with them. Research with real objects finds that real world objects are remembered more accurately than their photographic counterparts (Snow, Skiba, Coleman, & Berryhill, 2014). Neuroimaging studies also show that the neural mechanisms involved in processing 3D objects may be distinct from mechanisms involved in processing 2D versions of those same objects (Snow et al., 2011). In addition, when action animations that align with the meaning of learned verbs are presented with the verbs, learning is greater than when those animations do not align with the verbs (Hald, van den Hurk, & Bekkering, 2015). This suggests that having concurrent representations of the actions implied by words improves learning of the words. This corresponds to how words are learned in the world, where a spoken word often co-occurs with the object or action it refers to, or a gesture indicating the action. This body of work suggests that realistic objects and movements will be more likely to result in embodied language effects.
We conducted a series of three experiments to investigate sensorimotor grounding of novel words acquired through sensorimotor interaction with objects in a virtual environment. In the first experiment, we investigated whether participants would be faster to respond to novel words that were learned through sensorimotor interaction when the action required for the response used the same hand and movement as the affordance learned for the word. We refer to this relationship as an affordance compatibility effect. One previous study has shown evidence of spatial congruency effects for novel words (Öttl et al., 2017). The authors had participants learn the names of novel objects in the environment in front of them that were either located in the upper or lower visual field. In a test phase, recollection of the objects was facilitated when participants made an up or down movement congruent with the original location of the object. This study reveals a spatial component of the learned representations; however, it does not involve the kind of realistic sensorimotor interaction with objects thought to underpin natural word learning. In contrast, participants in our experiments learned novel object names in a virtual environment with naturalistic affordances and were then tested in a word-color match test. We found that participants acquired an affordance compatibility effect where they were faster to respond to matches in the test phase with the hand used to interact with the named object from the training phase. In a follow-up experiment, participants learned the same words by observing virtual hands interacting with the objects. This was done to investigate whether the affordance compatibility effect is dependent upon direct object manipulation. Finally, in a third experiment, we explored the extent to which spatial affordance compatibility could be separated from effector-specific affordance compatibility.

2. Experiment 1: Direct manipulation induces affordance compatibility

In a first experiment, we explored whether sensorimotor experience during novel word learning would influence later processing of the learned words. We developed a gamified virtual reality experiment using Unreal Engine 4. Using virtual reality enabled us to attach specific manual affordances to virtual objects with rich visual properties. We predicted that learners would associate the affordances of objects with the words for those objects and that these associations would influence behavioral responses even when explicit retrieval of the affordances was not necessary. We tested this by comparing responses in a word-color matching task. If responses which were compatible with the affordance of a word were faster than incompatible responses, this would be evidence of a learned affordance compatibility effect. In addition, we incorporated a variety of visual and auditory consequences of actions (e.g., potions pouring a stream of liquid) to motivate learning and encourage participants to engage with the virtual environment.

2.1. Methods

Twenty-seven participants (23 women; 25 right handed) completed a two-part experiment using an HTC Vive virtual reality system (Fig. 1). We initially planned 30
participants, but due to technical issues and low performance during training, only 27 completed the experiment. Participants were adult undergraduate students (age 19–23 years) recruited from the University of California, Merced behavioral subjects research pool. All participants had normal or corrected vision and normal hearing and spoke fluent English (19 bilingual). Participants provided informed consent prior to beginning the experiment. During the experiment, participants interacted via hand-held controllers with a virtual environment. The controllers were visually represented to the participants as virtual hands which tracked the position and orientation of the participant’s actual hands. All participants completed a pre- and post-exposure comfort survey (Data S1) adapted from the Simulator Sickness Questionnaire (Kennedy, Lane, Berbaum, & Lilienthal, 1993) and were debriefed on the nature of the experiment upon completion.

The training phase of the experiment was a gamified novel word learning task. Participants learned the names of six novel objects. Names were selected from the NOUN Database (Horst & Hout, 2016) and randomly assigned to the six objects. The objects were modelled to resemble potion bottles with visually distinct shapes and colors. The objects were arranged on either side of a large cauldron which occupied the center of the virtual space. Objects on the right side had handles on the right side and could only be grasped with the right hand, and symmetrically for the left side. Each novel object afforded either a left- or a right-handed grasp.

Participants were instructed to “Pour in these ingredients…” followed by one of the novel words. Following the prompt, participants picked up one of the objects by the handle (pulling the trigger on the controller to grasp) and tilted it over the virtual cauldron to pour the ingredient (Fig. 2). If the word matched the ingredient poured, a swirling particle effect indicated success. If the ingredient did not match, the cauldron exploded, and the potions were reset to the sides of the cauldron in random positions but without changing the side on which a given object appeared. Pouring trials were grouped into recipes of 2–6 non-repeating ingredients. If the participant correctly poured all of the ingredients...
in a recipe, a short musical tune was played, a virtual object (e.g., a floating globe) appeared somewhere in the environment, and the potions were randomly reset to their sides. The training process was repeated until participants completed 20 recipes. Most participants completed the training in 10–25 minutes. Two participants failed to complete the training phase in one hour and were excluded from further analysis.

After training, participants performed a match-mismatch reaction time task based on the Action-Sentence Compatibility Effect (Glenberg & Kaschak, 2002). Participants heard one of the words from the previous phase and were presented with a patch of color matching one of the objects. The patch of color was shown 100 ms after the start of the audio. Participants were instructed to respond as quickly as possible by pulling one controller trigger if the color matched the named ingredient or pulling the other if it did not
match (counterbalanced between subjects). Trigger pulls performed during the match response were the same movements used to grasp the objects in the learning phase. If the word referred to a potion poured with the same hand as the trigger response, the trial was coded as compatible, otherwise it was incompatible. There were 200 randomized trials, half of which were compatible and half of which were incompatible trials. There were also an equal number of match (“yes” response) and mismatch (“no” response) trials. If no response was made within 1.5 s, the trial ended and was recorded as a non-response. Trials were completed in 5 blocks of 40 trials separated by 10 second breaks. Word-object mappings were randomized in the training phase after every 10 subjects to control effects of word or color during the test phase. We recorded and analyzed which response was made and reaction times for all trials.

2.2. Results

A total of 5,400 test trials were completed with a no-response rate of 7.4% and an incorrect response rate of 3.9%. We excluded mismatch trials from further analyses of affordance compatibility. Mismatch trials require a participant to retrieve both the object that the word references and the object that the color references. Either, none, or both of these objects may correspond to a compatible affordance. Match trials only require recalling the object referred to by both. We also eliminated incorrect and no-response trials. Response times that were 2.5 standard deviations away from the mean for each subject were discarded as outliers (<1% of the data). There was a small decrease in reaction times for most subjects during the first 10–20 trials indicating an effect of practice. However, we determined that practice effects did not interfere with further analysis, so we did not exclude initial trials.

Incorrect response rates were nearly identical for compatible and incompatible trials while the no-response rate was slightly greater for incompatible trials (Fig. 3). Both kinds of errors were relatively infrequent, which may be due to a lack of pressure to respond quickly. Compatible match trials were 29 ms (90% CI = (−5, 69) ms) faster on average for the right hand and 16 ms (90% CI = (−14, 44) ms) faster for the left hand.

We performed a linear mixed effects analysis on reaction times using R and the nlme package (Pinheiro et al., 2017), following recommendations from Zuur, Ieno, Walker, Saveliev, and Smith (2009). Fixed effects included in the model were response (left or right), affordance (left or right), and the interaction between these variables. We added random intercepts for subjects, as maximum likelihood tests performed using REML (restricted maximum likelihood estimation) indicated this was the best fit for the random term of the model. We ran a likelihood-ratio chi-square test comparing the full model to a null model without the affordance by response interaction to determine whether the full model performed significantly better. We obtained p-values for individual model predictors by running the full model with REML. We then used a Monte Carlo simulation method to compute the probability of finding a significant interaction (β = 0.88) and 90% confidence intervals for the model coefficients. We calculated the Monte Carlo estimates by sampling subjects and trials with replacement from our original data.
The full model significantly outperformed the null model \((p < 0.0001, \text{L ratio} = 17.0)\). We did not find a significant main effect of response (coef = 54 ms, 90% CI \([-12, 127]\), \(t = 1.36, p = 0.18\)) or affordance (coef = 19 ms, 90% CI \([-10, 44]\), \(t = 1.75, p = 0.08\)). As predicted, we observed an interaction between response and affordance (Fig. 3), such that participants responding to matches with their left hand had quicker responses to words associated with the left affordance and participants responding to matches with their right hand had quicker responses to words associated with the right affordance (coef = \(-59\) ms, 90% CI \([-102, -11]\), \(t = 4.13, p < 0.0001, \text{Cohen’s} \, d = 0.29\)). This interaction indicates that the novel words acquired an affordance compatibility effect: that actions which were compatible with the sensorimotor interactions practiced while learning a word were facilitated over incompatible actions.

3. Experiment 2: Action-observation induces affordance compatibility

We next asked whether the affordance compatibility effect for learned words could be induced without direct manipulation of objects. We conducted a second experiment in which participants performed the training task verbally while observing virtual hands manipulating the objects. Observation of actions recruits a network of brain regions significantly overlapping with the areas active during execution of the same action (Buccino et al., 2001; Fadiga, Craighero, & Olivier, 2005; Grezes & Decety, 2001; Hari et al.,

---

Fig. 3. (Left) The incorrect and no response rates in Experiment 1, for compatible versus incompatible trials. Error bars denote SEM. The no-response rate was roughly 2% greater for incompatible than compatible trials, corresponding to an average of 4 time-outs per subject. (Right) The mean reaction times for left and right responses by the affordance of the named object for match trials, excluding incorrect and no-response trials. Error bars denote SEM. The affordance compatibility effect is shown as an interaction between affordance and response.
Furthermore, observation of motor learning is found to facilitate motor learning in the observer upon later learning of the same task (Mattar & Gribble, 2005), suggesting that the observer was simulating the motor experience of the actor as they watched the action unfold. Thus, we expect the neural processes occurring in an action observation version of our task to substantially overlap with those in Experiment 1, resulting in similar formation of the associations between motor affordances and object labels. This would reduce the need for an individual to have exhaustive experience with a referent object or action in order to acquire fully grounded representations, since many grounded features can be acquired through social learning or observation of others.

3.1. Methods

Experiment 2 was conducted using the method from Experiment 1 with several modifications. In the training phase, following the prompt, instead of grasping and pouring one of the objects with the controller, participants verbally indicated which object they wished to pour. Each position from left to right was marked by a floating number (1 through 6). Participants indicated their choice by reading the number above the object. Participants were not given controllers. When the participant made a selection, the experimenter entered the choice on a keyboard and a virtual hand followed a pre-recorded trajectory to reach out, pick up, and pour the potion. Because the no-response rate was relatively high in Experiment 1, we increased the trial duration in the test phase from 1.5 s to 2 s to avoid truncating the reaction time distribution. We decreased the number of test trials from 200 to 160 due to concerns of fatigue, although our post-exposure comfort survey ultimately determined this was not an issue. Twenty-seven participants (18 women; 26 right handed; 18 bilingual; age 18–21 years) took part in this experiment.

3.2. Results

A total of 4,200 test trials were completed with a no-response rate of 5.5% and an incorrect response rate of 5.2%. The mean reaction time for correct match trials was 981 ± 292 ms. As in Experiment 1, outliers were discarded. Likely due to the increased time to respond, no-response rates were lower in Experiment 2, and overall reaction times were greater and more variable. No differences were observed for no-response or incorrect response trials as a function of compatibility.

Statistical modeling was conducted as in Experiment 1. The full model outperformed the model without the interaction ($p = 0.036$, L-ratio = 4.39). We did not find a significant main effect for either response (coef = 31 ms, 90% CI $[-78, 141]$, $t = -1.11$, $p = 0.62$) or affordance (coef = −17 ms, 90% CI $[-56, 19]$, $t = 0.51$, $p = 0.27$). There was again a significant interaction between response and affordance (coef = 50 ms, 90% CI $[-111, 21]$, $t = -2.09$, $p = 0.036$, Cohen’s $d = 0.17$; Fig. 4), consistent with our prediction that novel words can become associated with their affordances through action observation without action execution. After completing the study we calculated a power estimate using Monte Carlo simulation as in Experiment 1 ($ß = 0.538$), suggesting that
this study design was slightly underpowered and a larger replication would help to determine the reliability of this finding.

The affordance compatibility effect in this experiment was driven only by right hand responses. Given that most of the participants were right-handed (96%), it is possible they were more likely to mentally simulate the reach and grasp movement performed with the right artificial hand. Furthermore, the effect size in this experiment was smaller than that of experiment 1. This may indicate that action observation alone gives rise to a weaker association between words and affordances.

4. Experiment 3: Space and hand interact in affordance compatibility

In Experiments 1 and 2, the affordance of each novel object was represented redundantly through the position of the object and the orientation of the handle, as well as through corrective instructions to participants if they attempted to use the incorrect hand. This is consistent with many natural interactions with objects, in which both spatial and visual features indicate affordances. However, because the relative location of an object and the hand used to interact with it was always consistent, it was not possible to distinguish between the contribution of the specific hand and the side of space in which the interaction occurred. The affordance compatibility effects we observed in Experiments 1 and 2 could have been caused by either factor. Therefore, in a third experiment, we...
separated the spatial and hand compatibility dimensions by swapping the positions of some objects during training. We suspected that the affordance compatibility effect in Experiments 1 and 2 was primarily driven by handedness and we would observe a significant interaction between affordance hand and response hand, but we did not have any a priori hypotheses regarding spatial compatibility.

4.1. Methods

The methods were similar to those of Experiments 1 and 2, aside from the location of each of the novel objects during training. One left-handed object always appeared on the left side and could only be picked up with the left hand. Another always appeared on the right side and could only be picked up by the left hand, requiring participants to reach across their body. A third object was always picked up by the left hand, but randomly alternated between the left and right sides. Right-hand objects had a corresponding flipped arrangement. During the test phase, the hand used to respond was either compatible or incompatible with the hand used to grasp the named object (hand compatibility) and was either on the same side of space, the opposite side of space, or mixed (space compatibility). To ensure the participants knew which hand to use for each object, the object handles were adjusted to face prominently in the direction of the correct hand, and the participants were instructed to pick the object up with the hand matching the handle direction. To collect sufficient data for the factorial design (2 hand x 3 space), 43 participants (34 women; 39 right handed; 26 bilingual; age 18–41 years) completed the training phase and 200 test trials each.

4.2. Results

Participants in Experiment 3 completed 8,160 test trials with an overall no-response rate of 3.8% and incorrect response rate of 7.3% (no significant differences by trial types). The mean reaction time for correct match trials was 927 ± 291 ms. Test trials in which the response hand was compatible with the hand used to grasp the named object were 22 ms faster than incompatible trials. Spatially incompatible trials were 9 ms faster than mixed trials and 13 ms faster than spatially compatible trials (Fig. 5).

As in Experiments 1 and 2, we applied an iterative model testing procedure to choose the best linear mixed effects model determined by model fit and complexity but including the additional interactions with spatial affordance. The model fit procedure and related data processing can be found in the code included in Data S1. The random structure of the model was the same as that of Experiments 1 and 2. Fixed effects included in the optimal model were response hand, spatial affordance (left, right, both), hand affordance (left, right), the interaction between space and hand, and the interaction between hand and response. Our model testing indicated that including the interaction between space and response did not significantly improve model fit ($p = 0.13$, L-ratio = 4.06); therefore, this interaction was omitted from the optimal model. The final model significantly outperformed a model without the hand by the response interaction ($p < 0.0001$, L-ratio = 11.3,
\( \beta = 0.78 \) and without the hand by space interaction \( (p < 0.0001, \text{ L-ratio} = 14.9; \) Table 1). There was no significant main effect for response or hand affordance. We did observe a main effect of left spatial affordance. As in Experiments 1 and 2, we observed an affordance compatibility effect for the affordance hand \( (\text{Cohen’s } d = 0.19)\). We also observed an interaction between hand affordance and space affordance, where having the hand and space share the sidedness feature (both right or both left) speeds responding to the corresponding word \( (\text{Cohen’s } d = 0.24)\). These results are consistent with our prediction that hand compatibility is likely the more significant factor in the effects observed in Experiments 1 and 2. Although we did not make predictions regarding the effects of space on reaction time, our results indicate that space might modulate the hand-specific effects. We discuss potential explanations for this below.

5. Discussion

We conducted three novel word learning experiments using virtual reality to investigate the ways in which object affordances become associated with words. Participants learned the names of virtual potions through interaction in several training conditions. Then, in a word–color matching task, we observed faster responses for words which referred to objects grasped with the same hand used for the response than those grasped with the opposite hand. We refer to this as an affordance compatibility effect. This is an important demonstration of naturalistic sensorimotor interaction during word learning giving rise to embodied language effects.
In our second experiment, we confirmed that an affordance compatibility effect can be induced, perhaps to a lesser extent, through observation of virtual effectors. This result is consistent with theories suggesting that action observation networks in the brain support imitation and social learning (Iacoboni et al., 1999), and suggests that words and concepts learned while watching others may activate sensorimotor experience-dependent networks in the same way as words learned by doing. Prior work has shown that motor learning can occur during passive observation of a motor task (Mattar & Gribble, 2005), but these findings further demonstrate that action observation influences language learning. It is important to note again, however, that this observation network does seem to activate this embodied representation to a weaker degree than direct manipulation. While the affordance compatibility effect was observed for the right hand responses, it was absent for left hand responses. Research shows that right-handers may have a more difficult time learning words that represent left-handed actions (De Nooijer et al., 2013), which may play a role in our study. Additional work will be needed to explore the role and limits of observation as a means of acquiring embodied semantic knowledge.

In our third experiment, we sought to understand the relationship between effects of hand versus space on the affordance compatibility effect. We confirmed that the effector used to interact with an object acquired an affordance compatibility effect even when crossing the body to interact. We did not identify a direct relationship between the space in which affordances were learned and the resulting response dynamics. The interaction between space and hand suggests that a direct study of the relationship between spatial and motor affordances would be beneficial. Response times were faster when spatial and effector-specific affordances were consistent, regardless of the hand used to make the response. This suggests that a shared affordance feature in this context might facilitate response preparation. Given that spatial location frequently corresponds with effector-specific affordances, interacting with and learning about objects for which these features are inconsistent may engage distinct cognitive and neural mechanisms. The present study was not able to test these predictions directly, preventing a clear picture of spatial affordance effects from emerging. More work is needed to address these questions. This experimental paradigm introduces a platform which can be extended for further exploration of cognition grounded in naturalistic body movements.

<table>
<thead>
<tr>
<th></th>
<th>Value (s)</th>
<th>SE</th>
<th>DF</th>
<th>t-value</th>
<th>p-value</th>
<th>90% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>1.050</td>
<td>0.038</td>
<td>3457</td>
<td>28.0</td>
<td>0.0000</td>
<td>[0.997, 1.139]</td>
</tr>
<tr>
<td>Right response</td>
<td>−0.023</td>
<td>0.051</td>
<td>41</td>
<td>0.45</td>
<td>0.65</td>
<td>[−0.088, 0.025]</td>
</tr>
<tr>
<td>Right hand</td>
<td>−0.021</td>
<td>0.017</td>
<td>3457</td>
<td>−1.25</td>
<td>0.21</td>
<td>[−0.079, 0.099]</td>
</tr>
<tr>
<td>Left space</td>
<td>−0.040</td>
<td>0.014</td>
<td>3457</td>
<td>−2.80</td>
<td>0.005</td>
<td>[−0.101, 0.019]</td>
</tr>
<tr>
<td>Right space</td>
<td>−0.012</td>
<td>0.014</td>
<td>3457</td>
<td>−0.81</td>
<td>0.42</td>
<td>[−0.057, 0.032]</td>
</tr>
<tr>
<td>Right response × Right hand</td>
<td>−0.056</td>
<td>0.017</td>
<td>3457</td>
<td>−3.36</td>
<td>0.0008</td>
<td>[−0.109, −0.003]</td>
</tr>
<tr>
<td>Right hand × Left space</td>
<td>0.075</td>
<td>0.020</td>
<td>3457</td>
<td>3.71</td>
<td>0.0002</td>
<td>[0.015, 0.185]</td>
</tr>
<tr>
<td>Right hand × Right space</td>
<td>0.019</td>
<td>0.020</td>
<td>3457</td>
<td>0.94</td>
<td>0.35</td>
<td>[−0.040, 0.095]</td>
</tr>
</tbody>
</table>
Another explanation for these results that we considered is that the affordance compatibility effect is related to a Simon effect (Roest, Pecher, Naeije, & Zeelenberg, 2016; Simon, 1969). The Simon effect refers to a pattern of faster responses when the response and the stimuli share an overlapping spatial dimension. This widely replicated finding can be seen, for instance, by showing participants a picture of a mug, where the participant needs to push a button with the left hand to classify the object. In this example, the participant should be faster to respond if the handle of the mug faces left than if it faces right. In our experiments, an overlap between the response and the handle direction of the recalled object resembles a Simon task. This effect has also been shown when recalling stimuli that were previously overlapping with the response direction (Pellicano, Vu, Proctor, Nicoletti, & Umilta, 2008; Vankov, 2011; Wühr & Ansorge, 2007). It is possible, therefore, that a Simon effect was a part of the mechanism speeding compatible hand responses, as recalling the direction of the handle would be enough to create this effect. We cannot rule out this interpretation, but future work can address this concern by including a response task where only one hand is used to respond, but the spatial location of response buttons differs. We would expect no difference between the response button locations if our affordance compatibility account were correct.

One important caveat of this work, and much of the existing research on embodied language, is that it is difficult to determine precisely how interactions between language and sensorimotor systems give rise to action compatibility effects. These effects are typically small perturbations of response latency or accuracy which could be caused because cognitive conflict is induced by incompatible action representations or because motor preparation is facilitated by linguistic activation of motor regions. In either case, response incompatibility is obviously regularly overcome during natural behavior, so it is difficult to know the importance of affordance compatibility for everyday cognition. These challenges are not unique to embodied language research: Visuospatial compatibility effects (e.g., S-R Compatibility, Michaels, 1988) similarly rely on slightly speeded responses to investigate motor representations. Nevertheless, a more direct test of the efficacy of sensorimotor activity in linguistic representations is needed if embodied language accounts are to replace, rather than complement, amodal symbolic representations.

A crucial piece in the understanding of embodied language will come from bridging short-term embodied learning effects like those demonstrated here with longer-term embodied language effects observed in fluent adults (Barsalou, 1999; Glenberg & Kaschak, 2002). Embodied language theories predict a progression from specific sensorimotor associations to more flexible, generalized sensorimotor simulations as words are expressed in a broader set of contexts (Barsalou, 2009; Zwaan, 2004). Many unanswered questions remain about how associations between affordances and words change over weeks and months of sensorimotor experience. The effort to answer these questions will benefit from the integration of naturalistic infant and child language learning research with virtual reality experiments offering greater control over sensorimotor interactions. As these questions are tackled, we may come to better understand how our bodies and environments give meaning to the words we use.
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