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Motor learning; Cognitive agents physically interacting with the world can best adapt to their task environments
Skill leaming; if they are able to learn motor skills from experience. Many cognitive architectures have
Automaticity; . . . . . . . .
Gorilie el focused on a single learning mechanism to accgmphsh such adaptatpn. Behavioral studlgs with
Computational cognitive humans, however, have shown that the acquisition of a motor skill generally occurs in two
B, stages. In the initial stage, acquisition is performed via attention-demanding neural processes,
producing a high cognitive load. This is followed by more fluent automatic processing, requiring
less deliberation. Neuroscientific studies have since identified two relevant interacting neural
systems, suggesting that the acquisition of a motor skill involves a transition from heavy depen-
dence on a system involving cognitive control to only weak dependence on such a system. This
cognitive control system, which includes the prefrontal cortex, is thought to be responsible for
acquiring and manipulating declarative representations of skills. This frontal system is seen as
modulating processing in a more automatic neural pathway, which develops procedural repre-
sentations over time. In this paper, we propose a biologically plausible computational model of
motor skill automaticity. This model offers a neurocomputational account of the translation of
declarative into procedural knowledge during learning. In support of the model, we review
some previously reported experimental results, and we demonstrate, through simulation,
how the model provides a parsimonious explanation for these results. The model is seen as
exemplifying a novel approach to motor skill learning in artificial agents.
© 2012 Elsevier B.V. All rights reserved.
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explore, learn, and accomplish critical goals. In complex
environments, the full range of important motor skills may
not be foreseen, making the dynamic acquisition of motor
skills important for adaptation. Standard machine learning
approaches to motor skill learning often fail to meet the
real time requirements of online adaptation, however,
and these methods have general difficulties with scaling to
the high-dimensional sensors and manipulators common in
domains such as humanoid robotics. There have been many
attempts to create a learning framework that enables
robots to autonomously learn complex skills (Schaal, 1999;
Schaal & Atkeson, 2010; Wolpert & Kawato, 1998). While
some of these efforts have been profoundly inspired by hu-
man learning capabilities, a clear and complete computa-
tional account of how humans acquire motor skills remains
elusive. This paper aims at addressing this deficit by offering
insights into the neurocomputational structure of human
motor skill learning.

One of the central findings of cognitive research into skill
learning involves the process of automaticity, through which
fluency at a skill is improved by gradually shifting from a
declarative representation of the task to a more procedural
representation (Anderson, 1981). A growing body of neuro-
scientific evidence suggests that declarative and procedural
processes are implemented by two distinguishable neural
networks in the brain (Bapi, Doya, & Harner, 2000; Hikosaka,
Nakamura, Sakai, & Nakahara, 2002; Wolpert, Ghahramani,
& Flanagan, 2001). While motor skill learning can proceed,
to some degree, in each of these neural networks separately,
the two networks typically coordinate with each other dur-
ing learning. In broad strokes, the controlled pathway in-
cludes the dorsolateral prefrontal cortex (DLPFC), the
anterior cingulate cortex (ACC), anterior parts of the cere-
bellum, anterior parts of the basal ganglia, and the pre-sup-
plementary motor area (preSMA). This pathway is seen as
acquiring representations of motor skills that are primarily
declarative. Declarative representations are formed very
quickly, and they guide skill execution during the early
stages of learning. The second network, which we call the
automatic pathway, includes the supplementary motor area
(SMA), primary motor cortex, lateral parts of the cerebel-
lum, and lateral parts of the basal ganglia. As a skill becomes
well practiced, this network slowly encodes a procedural
representation of the skill. With practice, the involvement
of the frontal controlled pathway decreases, and the skill
comes to be primarily executed by the automatic pathway.
The modulation of frontal involvement is thought to be gov-
erned by a separate coordination mechanism, perhaps
embodied in the preSMA and the ACC (Hikosaka et al., 2002).

This paper addresses a key question concerning this pro-
cess. Are the information processing properties of these
brain regions, as they are currently understood, sufficient
to account for the behavioral shift in skill learning from con-
trolled to more automatic processing? To address this ques-
tion, we have explored a neurocomputational model of
motor skill learning that is based on the dual-pathway
hypothesis. We report the results of simulation experiments
involving a sequential key pressing task. In these simula-
tions, keys are pressed using a two joint planar arm. The
arm learns to trace out a sequence of trajectories such that
the end effector successively moves from one key to the
next in a trained sequential order.

In our model, the controlled pathway learns a declarative
representation of the task: the key sequence. When execut-
ing the task, the prefrontal cortex (PFC) in the controlled
pathway actively maintains an abstract representation of
the next key to be pressed. This representation of the desired
key, along with the current state of the arm, is then
transformed by the network into an appropriate reaching tra-
jectory toward that key. Once the current target key has
been pressed, the PFC rapidly updates to encode the next
key in the sequence, and the next reach is produced. Thus,
the controlled pathway needs only to learn the sequence of
keys during task learning, depending on a previously devel-
oped motor area to translate the PFC representation of each
target key into an appropriate reaching motion.

In contrast, the automatic pathway of our model learns
the entire motor skill from scratch. It acquires a procedural
representation of the skill by learning the entire motion tra-
jectory needed for the complete sequence of key presses.
This pathway learns more slowly than the controlled path-
way, because much more detailed knowledge must be
learned. In a sense, this pathway learns, over time, to en-
code a kind of ‘‘muscle memory’’ for the key sequence to
be produced, without any sort of declarative representation
of the sequence.

As the automatic pathway becomes proficient in execut-
ing the sequence, the involvement of the controlled path-
way is withdrawn. In our model, this shift is driven by a
cognitive control mechanism. This mechanism monitors
performance error and modulates the weight given to the
controlled pathway appropriately. When error is high, the
contribution of the fast-learning controlled pathway is
strengthened. As error falls, the contribution of the auto-
matic pathway is allowed to dominate.

The remainder of this paper reports on computational
simulations of this model of automaticity, demonstrating
its ability to account for human skill learning. First, Section
2 briefly summarizes relevant past work on automaticity
from the cognitive science literature, including work on
computational models of skill learning. Section 3 describes
in detail the learning task being investigated and the neuro-
computational model used in the reported simulations. The
simulation results are provided in Section 4, followed by a
discussion of the results.

2. Previous work on skill learning
2.1. Automaticity

Early psychologists noticed the fact that certain human
behaviors can become automatic through habitual training
(Huey, 1908; James, 1983). Guthrie (1935) studied the incre-
mental improvement in task performance with practice and
made the distinction between ‘‘Acts’’ and ‘‘Movements’’.
Acts are complex responses that are comprised of a number
of different movements (Houston, 1991). To master a
complete complex act, many different responses must be
connected to many different stimulus configurations.
According to Guthrie, movements are learned in a binary
(all or nothing) fashion, and as an individual practices, he/
she learns more of these movements which leads to gradual
improvement in the overall act performance.
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Schneider and Schriffin (1977) have experimentally dis-
tinguished between controlled and automatic processing.
Controlled processes are required for novel tasks or those
tasks requiring undivided attention. Controlled processes
are sequential and are carried out in a stepwise fashion. Re-
peated practice allows some tasks to be performed without
the need for devoted attentional resources and are per-
formed to completion in the presence of the initiating stim-
ulus. Automatic processes are characterized by this
decrease in the attentional resources allocated for these
tasks, often accompanied by a speeding of task perfor-
mance. Most behaviors involve multiple processes and com-
ponents, some of which are automatic and some that will be
controlled.

Schmidt (1975) proposed a theory of motor skill learning
which accounts for the improvement and increased speed of
motor skills with practice as being due to the development
of schemas for the movements. According to this theory,
generalized motor programs control actions. As a class of
movements is practiced, the performer learns the appropri-
ate parameter values to supply to the program and the
movements become faster and more accurate.

Neumann (1984) reviewed the notion that automatic pro-
cessing occurs in a passive, bottom-up fashion, independent
of intentions and free of interference. According to Neu-
man, automaticity is not an intrinsic property of the pro-
cess, but an emergent property depending on both the
processing system and situational context. This suggests
that there are two different models for automaticity, one
for perceptual tasks and another for motor tasks. Automatic
components of perceptual tasks may arise from the hierar-
chical nature of many perception tasks, with automaticity
at higher levels of processing building on improvements at
lower levels. Motor tasks, on the other hand, involve some
type of behavioral performance, and automatic components
of these tasks may require the parameters of the task to be
learned. In our own work, we have remained sensitive to the
presence of tight coupling between perceptual and motor
processes in most behaviors, causing us to attend to work
on perceptual automaticity, but the model that we present
in this paper focuses on motor aspects of automaticity.

Masters (1992) argued that if the internal representation
of a movement was entirely procedural (perhaps learned
through an implicit training process), free of any declarative
components (which might arise from explicit instructions
during training), then, on occasions in which the performer
comes under pressure or stress, these movements will be
subject to less interference than explicitly learned, declar-
atively represented, movements. In other words, many
forms of pressure or stress appear to interfere with declar-
ative skill encodings in a way that does not arise for more
procedural skill encodings. This finding was replicated by
Hardy, Mullen, and Jones (2004), and it is consistent with
the two pathways in our model, with the automatic pathway
in our network being procedural and the controlled pathway
being declarative.

Scientists are only beginning to uncover the changes in
neural activity in different brain regions as a task becomes
automatized. Wu, Kansaku, and Hallett (2004) conducted
a functional MRI study to investigate the physiology of
how movements become automatic. Their study involved
subjects performing a sequential task along with a

secondary task. The fMRI results before and after automa-
ticity revealed no additional activity in the automatic condi-
tion but activity was less in the bilateral cerebellum,
presupplementary motor area, cingulate cortex, left cau-
date nucleus, premotor cortex, parietal cortex, and pre-
frontal cortex during the automatic stage. These findings
suggest that most of the motor network participates in exe-
cuting automatic movements and that it becomes more effi-
cient as movements become more automatic. Wu further
investigated changes in the effective connectivity of the
brain motor networks when movements become automatic
(Wu, Chan, & Hallett, 2008). They found that the cerebel-
lum, cingulate motor area, supplementary motor area,
and putamen had significantly greater connectivity,
whereas the precuneus had less connectivity in the motor
networks at the automatic stage. These findings are re-
flected in our model in the way in which activity in neural
networks associated with top-down attention and cognitive
control decreases as movements become automatic.

Despite the considerable volume of work by cognitive sci-
entists, and more recent work by neuroscientists, on the sub-
ject of automaticity, to the best of our knowledge there have
not been any neurocomputational models of automaticity
explored with a view towards robotic learning. Our work aims
to bridge this gap. The automaticity of motor skills, as exhib-
ited by humans, has several benefits that may transfer to ro-
botic applications. Some benefits include conservation of
attentional resources, which may be spent on other pro-
cesses, multi-task functioning, and greater retention of
learned material (Holt & Rainey, 2002). Automaticity does
have the drawback, however, of typically requiring extensive
practice, though such practice might be completed rela-
tively quickly in the case of some robotic tasks.

2.2. Cognitive control

Cognitive control refers to the capability of suppressing and
overcoming more prepotent or reflexive responding in favor
of a more adaptive behavior in the current context. The pre-
frontal cortex (PFC) plays a critical role in supporting robust
cognitive control (Cohen, Braver, & O’Reilly, 1996; O’Reilly
& Munakata, 2000). Dense recurrent connectivity in PFC
allows it to actively maintain information in firing rate
patterns, acting as a kind of working memory for control
state. Through broad neural projections from PFC, it is
thought that these patterns modulate processing elsewhere
in the brain in a task-appropriate manner. Leveraging rein-
forcement learning mechanisms in the midbrain, involving
the dopamine (DA) system, connections between PFC and
the basal ganglia (BG) support the learning of when the pat-
tern of PFC neural firing should be updated in order to
achieve task success (Braver & Cohen, 2000; O’Reilly,
Noelle, Braver, & Cohen, 2002; Rougier, Noelle, S., Cohen,
& O’Reilly, 2005). We have incorporated both active main-
tenance and adaptive updating mechanisms of this kind in
the PFC component of our model.

The cognitive control signals actively maintained in the
PFC modulate activity in other brain areas through exten-
sive projections (Cohen et al., 1996). This modulating activ-
ity can be relatively strong, when PFC activity is high and
sent to more posterior brain areas, or relatively weak, when
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PFC activity is low or projections are inhibited (Kriete &
Noelle, 2011). The strength of cognitive control can be mod-
ulated based on the agent’s task performance. Botvinick,
Braver, Barch, Carter, and Cohen (2001) proposed that the
anterior cingulate cortex (ACC) monitors the amount of con-
flict between parallel neural pathways and strengthens cog-
nitive control when conflict between these pathways is
high. In our model, performance error is seen as a sign of
conflict. Thus, we modulate the strength of cognitive con-
trol between trials in proportion to the amount of error
experienced on previous trials.

2.3. Motor skill learning

A wide variety of sequential key pressing tasks have been
used to investigate human motor skill learning (Bapi
et al., 2000; Hikosaka et al., 2002; Rand et al., 2001), and
a number of interesting findings have resulted. There is a
period of rapid improvement in performance during the
early stages of training. During this stage, learning is effec-
tor independent (e.g., switching hands does not substan-
tially degrade performance). Further, interfering with the
frontal systems involved in the controlled pathway during
this period seriously disrupts performance. Interfering with
the automatic pathway, however, does not substantially af-
fect performance during this early period. After extensive
training, the execution of the skill becomes more automa-
tized. The skill becomes relatively effector dependent.
Also, performance generally remains robust if the con-
trolled pathway is disrupted.

The shifting dependence on cognitive control systems in
skill learning is also seen in studies of choking under pres-
sure. These studies have suggested that performance errors
in the face of stress may have different causes early and
late in learning (Beilock, Bertenthal, McCoy, & Carr,
2004). Early in learning, when the controlled pathway dom-
inates, errors may arise due to a failure to engage cognitive
control systems. With a well practiced skill, however, de-
graded performance may be due to the excessive exertion
of unnecessary cognitive control on an otherwise robust
automatic pathway.

2.4. Previous computational models

Ours is certainly not the first computational model of motor
skill learning. A wide variety of approaches have been pro-
posed for the modeling of human cognitive skill learning in
general and motor skill learning in particular.

Multiple symbolic computational cognitive architectures,
utilizing production-rule-like knowledge representation
schemes, have incorporated mechanisms for skill learning
and automaticity. For example, modeling the acquisition
of complex sequential cognitive skills was central to the
development of the Soar cognitive architecture (Newell,
1990). The core mechanism of learning in the Soar frame-
work involves a process of chunking, reducing a chain of
production-like rule applications to individual, compact, sit-
uation-specific rules (Laird, Newell, & Rosenbloom, 1987).
This chunking mechanism captures a broad range of human
learning phenomena, including aspects of the rate of learn-
ing with practice, but it does not inherently embody a rep-
resentational shift from declarative to procedural

representations. Thus, chunking in Soar is roughly analogous
to learning in the automatic pathway of our model. More re-
cent accounts of skill acquisition in Soar have included
declarative representations, building upon the foundational
chuncking mechanism, moving the framework toward a kind
of dual-pathway account (Laird, 2012).

A similar theoretical progression can be seen in accounts
of skill acquisition in the ACT-R cognitive architecture
(Anderson & Lebiere, 1998). While, like Soar, the ACT-R
framework makes use of symbolic production rules to en-
code procedural knowledge, the foundational mechanisms
for learning in ACT-R are sub-symbolic. Continuous parame-
ters that control the rate of memory retrieval are adapted
by experience, speeding the retrieval of relevant knowledge
and the subsequent application of productions dependent
on that knowledge. As in Soar, this foundational learning
mechanism reflects aspects of our automatic pathway, but
lacks a transformation from declarative to procedural rep-
resentations with practice. Such a representational trans-
formation has been more recently explored in the ACT-R
framework through the introduction of a mechanism of pro-
duction compilation (Taatgen & Lee, 2003). This mechanism
incrementally translates declarative encodings of a skill into
new production rules. While this compilation approach
moves the ACT-R account of skill learning toward a more
dual-pathway structure, the translation process is still lar-
gely autonomous, making it unclear how this account can
capture how more declarative processes can reassert con-
trol over behavior after extensive learning. Finally, it is
worth noting that much of the work on skill learning in sym-
bolic cognitive architectures has focused on cognitive skills,
though some efforts have been made to address aspects of
motor skill learning, as well (Byrne & Anderson, 1997).

Outside of the literature on symbolic cognitive architec-
tures, detailed computational models have been developed
with a specific focus on motor skill acquisition. For example,
Wolpert and Kawato (1998) and Wolpert et al. (2001) have
proposed MOSAIC, a model for sensorimotor control. MO-
SAIC consists of multiple modules, where each module con-
sists of a pair of forward and inverse models. While MOSAIC
has many strengths, it does not address the issue of repre-
sentational change in skill learning. There is no mechanism
for early declarative representations, making MOSAIC some-
what analogous to our automatic pathway.

Traditionally, complex motor skills have been considered
to be broken down into a schema hierarchy of skills. Botvi-
nick and Plaut (2004) have proposed an alternative explana-
tion using a simple recurrent network model of sequential
motor skill learning. Their model is able to explain many
of the behavioral phenomena related to routine sequential
learning tasks. Like MOSAIC, this work has focused on rou-
tine skills, capturing the abilities of the automatic pathway
in our model. Our model can be seen as extending this pre-
vious work by incorporating early learning guided by a cog-
nitive control mechanism. More specifically, the automatic
pathway in our model is grounded in previous computational
cognitive neuroscience models of skill learning developed in
Gupta and Noelle (2005a, 2005b), making use of the Leabra
modeling framework (O’Reilly & Munakata, 2000). These
previous neural network models were used to explore the
neurocomputational principles underlying skill savings and
the transfer of knowledge from one skill to another.
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Nakahara, Doya, and Hikosaka (2001) proposed a skill
learning model that is similar in general architecture to
our own. This model does not focus on the question of dif-
ferences in declarative and procedural representations of
a skill, but it does include separated controlled and auto-
matic pathways. The early dominance of the controlled
pathway, in this model, is driven by differential learning
rates, with the controlled pathway forced to learn faster.
Also, the Nakahara model does not include a mechanism
for dynamically adjusting cognitive control—the relative
contribution of the controlled pathway.! Hence, in this
model, once a skill has been automatized, its controlled
execution, based on task demands, is not possible. This is
inconsistent with the behavioral observations. While our
own approach also involves controlled and automatic path-
ways, the learning mechanisms of our model are substan-
tially different than those used by Nakahara. Rather than
biasing learning rates in order to explain the shift from con-
trolled to automatic behavior, our model is novel in showing
that declarative and procedural representations can natu-
rally emerge from neural encodings, and this difference in
encoding easily explains the difference in the speeds of
learning. Also, our model dynamically adjusts control as a
function of task performance. Lastly, our model critically
depends on the active maintenance of target key represen-
tations in the PFC and the rapid updating of these represen-
tations as keys are pressed, while the Nakahara model
incorporates no such mechanism.

Contributions to the theory of automaticity have also
been derived from results in category learning theory. In
particular Ashby et al. developed the COVIS model of auto-
maticity (Ashby, Alfonso-Reese, Turken, & Waldron, 1998;
Ashby & Valentin, 2005), which is closely related to our
model. COVIS postulates two systems that compete
throughout learning: a frontal-based explicit system that
uses logical reasoning and depends on working memory
and executive attention and a BG-mediated implicit system
that uses procedural learning. COVIS, however, fails to mod-
el data relating to highly overlearned behaviors and was la-
ter extended to the SPEED model (Ashby, Ennis, & Spiering,
2007) which accounted for experimental data pointing to a
more limited role of the basal ganglia in the automatic path-
way, positing a separate pathway for automatic task learn-
ing. Our model does not currently capture overlearning but
does not rely on the BG for automatic learning, either. In
this way, our model is consistent with SPEED but diverges
from other computational accounts of motor learning that
focus on automaticity arising in the BG (Shah & Barto,
2009), following more recent research that suggests that
the role of the BG in the storage and execution of movement
sequences may have been previously overstated (Desmurget
& Turner, 2010; Turner & Desmurget, 2010).

3. A motor skill learning model
3.1. The Leabra modeling framework

Perhaps one of the most important differences between our
model and previous models of skill learning is that our

' While this model does include a **coordinator’’, the function of
this mechanism is not one of modulating declarative control.

model grounds the more abstract theories in well estab-
lished neurocomputational mechanisms. In other words,
our model demonstrates that the declarative/procedural
translation theory fits naturally with neurocomputational
primitives. We have built our model using the Leabra com-
putational cognitive neuroscience framework (which is re-
viewed in more detail in the appendix of this report)
(O’'Reilly & Munakata, 2000). Thus, our model involves
grounding the proposed learning processes in simulated neu-
rons and synapses, rather than more abstract processes. In
contrast, past models have tended to be mathematically ab-
stract in nature, often leaving it unclear how these are to be
translated into neural accounts of skill learning.

The Leabra framework offers a collection of integrated
cognitive modeling formalisms that are grounded in known
properties of cortical circuits while being sufficiently ab-
stract to support the simulation of behaviors arising from
large neural systems. This framework includes dendritic
integration using a point-neuron approximation, a firing rate
model of neural coding, bidirectional excitation between
cortical regions, fast feedforward and feedback inhibition,
and a mechanism for synaptic plasticity (O’Reilly & Munak-
ata, 2000). Leabra models have successfully illuminated
cognitive function in a wide variety of domains, including
perception, object recognition, attention, semantic mem-
ory, episodic memory, working memory, skill learning, rein-
forcement learning, implicit learning, cognitive control, and
various aspects of language learning and use (O’Reilly &
Munakata, 2000). Of particular relevance to skill learning
are Leabra’s lateral inhibition formalism and its synaptic
learning mechanism.

In the neocortex, two general patterns of connectivity
have been observed involving inhibitory neurons and their
interactions with excitatory neurons, namely feedforward
and feedback inhibition (O’Reilly & Munakata, 2000). Feed-
forward inhibition occurs when the inhibitory interneurons
in a cortical region are driven directly by the inputs to that
region, producing rapid inhibition of the excitatory neurons
in that area. Feedback inhibition occurs when the same neu-
rons that excite nearby inhibitory interneurons are, in turn,
inhibited by the cells they excite, producing a kind of nega-
tive feedback loop.

The effects of inhibitory interneurons tend to be strong
and fast in the cortex. This allows inhibition to act in a regu-
latory role, mediating the positive feedback of bidirectional
excitatory connections between brain regions. Simulation
studies have shown that a combination of fast feedforward
and feedback inhibition can produce a kind of ‘‘set-point
dynamics’’, where the mean firing rate of cells in a given re-
gion remains relatively constant in the face of moderate
changes to the mean strength of inputs (O’Reilly & Munakata,
2000). As inputs become stronger, they drive inhibitory inter-
neurons as well as excitatory pyramidal cells, producing a dy-
namic balance between excitation and inhibition. Leabra
implements this dynamic using a k-Winners-Take-All (kWTA)
inhibition function that quickly modulates the amount of
pooled inhibition presented to a layer of simulated cortical
neural units, based on the layer’s level of input activity. This
results in a roughly constant number of units surpassing their
firing threshold. The amount of lateral inhibition within a
layer can be parameterized in a number of ways, with the
most common being the percentage of the units in the layer
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that are expected, on average, to surpass threshold. A layer
of neural units with a small value of this k parameter (e.g.,
10—25%) will produce sparse representations, with only a
small fraction of the units being active at once.

With regard to learning, Leabra modifies the strength of
synaptic connections in two primary ways. An error-correc-
tion learning algorithm changes synaptic weights so as to
improve network task performance. Unlike the backpropa-
gation of error algorithm, Leabra’s error-correction scheme
does not require the biologically implausible communication
of error information backward across synapses. In addition
to this error-correction mechanism, Leabra also incorpo-
rates a Hebbian correlational learning rule. This means that
synaptic weights will continue to change even when task
performance is essentially perfect. This form of correla-
tional learning allows Leabra to capture certain effects of
overlearning.

More details concerning the Leabra computational mod-
eling framework may be found in the appendix of this
report.

3.2. A sequential key pressing task

We used our model to simulate the learning of key pressing
motor sequences. This task was largely selected for its rel-
atively simple formal structure, supporting formal analysis
of our model’s performance. The learning of motor se-
quences of key depressions also has the advantage of having
been widely studied in humans, focusing on the learning of
repetitive office activities, such as 10-key operation and
keyboard typing skills (Adams, 1987). Indeed, skilled perfor-
mance on key pressing tasks is often considered a prototyp-
ical example of the kinds of automatized motor behavior
characterized as ‘‘muscle memory’’.

In our simulations of a sequential key pressing task, our
model controls a simulated 2-joint planar arm which moves
over a 9-key keyboard, as show in Fig. 1. The state of the
arm at any point in time is represented by the vector (q1,
g2), where g1 and g2 are the two joint angles. The joint an-
gles range between 0° and 120°. Movements are to be gen-
erated in such a way that the end effector follows a straight
line trajectory from the position of the previous key to the
position of the next key in the sequence. The arm starts
over of the bottom-left key. The motion trajectory is dis-
cretized at equidistant time intervals, and hence, any tra-
jectory is represented as a sequence of arm states over
the successive time steps. During training, the arm is essen-
tially guided along the desired trajectory, with differences
between the motor output of the arm controller and the
configuration of the arm, as specified by the guide, acting
as a measure of error to drive synaptic weight change.

3.3. The neural network model

Fig. 2 shows the Leabra network used for our simulations.
The Sensory_Input layer provides the current state of the
arm as input to the network and the Motor_Output layer is
to produce the desired arm state for the next time step.
Each joint angle is encoded over a pool of 15 neural units.
Each of the 15 units has a preferred angle, ranging from
—10° to 130°, in 10° increments. To encode a given joint an-
gle, the closest unit with regard to unit preference, as well

1 2 3
4 3 6
7 G

—

O

Fig. 1 A two joint planar arm and a keyboard. The state of
the arm at any point in time is given by the vector of joint
angles (q1, g2). The arm produces motion trajectories such that
its end effector moves from one key to the next, in sequence.
The joint angles are not constrained to those that place the end
effector over a key, allowing for smooth trajectories between
keys, as shown in the diagram.

Motor_Qutput

Fig. 2 The Leabra network. Each gray box corresponds to a
neural processing unit. Each arrow represents complete inter-
connectivity between the units in two layers. The dashed line
from the Motor_Output layer to the Sensory_lnput layer
signifies that, when the arm is unguided, the output at the
previous time step is the input for the next time step.

as its two neighbors, are set to their maximal firing rates.
Similarly, patterns of activity over each row of 15 units in
the Motor_Output are decoded by identifying the preferred
angle of the unit in the middle of the three adjacent units
that are all active. Other patterns of activity in the Motor_-
Output layer are considered to be ill-formed. With each of
the two joint angles encoded over 15 units in this way,
the complete arm configuration is encoded over 30 units.
The network is composed of two pathways: the con-
trolled pathway on the left and the automatic pathway on
the right. In the automatic pathway, the Sensory_lnput
layer influences the Motor_Output layer via the Auto-
matic_Path layer. This is similar to the networks used in
Gupta and Noelle, 2005b, 2005a, with one addition. A
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contextual hidden layer has been added to this pathway,
which provides a copy of the Automatic_Path layer activity
at the previous time step as input to the Automatic_Path
layer during the next time step (Gupta & Noelle, 2007). Con-
nection weights from the Automatic_Path layer to the Mo-
tor_Output are not allowed to exceed 50% of the
maximum weight value allowed by Leabra (implemented
by setting the relative weight scaling parameter to 0.5).
This restriction allows the controlled pathway to strongly
dominate over the automatic pathway by strengthening
the controlled pathway’s influence on the Motor_Output
layer beyond what is possible for the automatic pathway.
This dominance occurs when cognitive control is strong.
When cognitive control is weak, however, the automatic
pathway weights can still be strong enough to drive appro-
priate outputs.

In the controlled pathway, the Sensory_Input layer pro-
vides input to the PFC layer. This layer generates a declara-
tive representation of the key sequence, by sequentially
activating a single unitin the PFC_Output layer corresponding
to the current target key. The PFC_Context layer feeds the
PFC layer activity from the previous time step. The PFC_Out-
put layer, as well as the Sensory_Input layer, provide input to
the Motor_Area layer. The Motor_Area layer translates the
current key target, in PFC_Output, and the current Sen-
sory_Input into an appropriate action at the Motor_Output.
It is important to note that, during training, the PFC_Output
layer receives an explicit error signal (as does the Motor_Out-
put layer), driving the PFC to learn to produce the correct se-
quence of target keys. Finally, the PFC layer also provides
input to the Automatic_Path layer. This input helps guide
learning for the automatic execution of the sequence.

Our model includes a cognitive control modulation mech-
anism. This mechanism modulates the strength of the con-
trolled pathway’s contribution to the final motor output as
well as the strength of the input going from the controlled
pathway to the automatic pathway. Cognitive control is
modulated as follows:

Control,e, = A Controlyg + (1 — 2)(o Conflict + f)

Control,e,, specifies the value of control for the current
trial. This value, which is between 0 and 1, is used to scale
the weights from the controlled pathway (using Leabra’s
relative weight scaling parameter). Control,,4 specifies the
value of control for the previous trial. o, p and A are con-
stants, with values of 1, 0 and 0.6 respectively, determined
by an ad hoc search.? Conflict is a normalized measure of
performance error, and it is computed as follows:

Conflict = £ = ¢

where Error is the sum squared error (SSE) produced in the
Motor_Output layer during the previous trial. 6 and y are
constants with values of 10 and 80, determined by an ad
hoc parameter search.? If the value of Control is less than

2 Model performance was largely insensitive to small changes in
these parameter values, but substantial variations in A strongly
influenced the rate of automaticity.

3 These parameters are essentially scaling constants, transform-
ing an SSE value to a range roughly between zero and one. Thus,
different parameter values would be needed for different tasks, as
the possible error range is task-dependent.

0.15, it is thresholded to 0. If the value of Control is greater
than 1, it is set to 1. Hence, the magnitude of control is
approximately proportional to a running average of output
error over previous trials. When error has been high, control
will be high, and the influence of the controlled pathway
will be strong.

The focus of this work is on the learning of specific motor
skills, rather than on the development of basic motor com-
petence. Thus, it was assumed that the system included the
means to generate a reaching motion to a single target key,
with the identity of that key being actively maintained in
PFC. This PFC-controlled reaching process was implemented
in the pathway from the PFC_Output, through the Motor_Ar-
ea, to the Motor_Output. This portion of the network expe-
rienced a period of ‘‘pre-training’’ (i.e., training prior to
efforts to learn a specific key sequence) which was intended
to capture the development of fundamental motor compe-
tence. During this pre-training process, the network experi-
enced every possible arm configuration along with every
possible target key, and it was trained, using Leabra’s stan-
dard synaptic modification rules, to produce the next time
step of an appropriate reaching response. Once this pre-
training was complete, learning was disabled for all projec-
tions going into or out of the Motor_Area layer. At this
point, the network possessed the basic motor capability of
reaching to a target key.

In order to examine the learning properties of our model,
we trained it to produce ten randomly generated 10-key se-
quences. Each simulation involved the learning of one of
these sequences. Random generation of the key sequences
resulted, at the finer level of arm motion time steps, in dif-
ferent arm states for the ten sequences as shown in Tables 1
and 2. For each sequence, we examined the learning profile
of each of the two pathways when isolated, as well as the
performance of the model as a whole. Each simulation
was repeated five times (a value limited only by the avail-
ability of computational resources) with different random
initial synaptic weights in the network, and we report the
mean and standard error of the mean over these five repe-
titions for each measurement taken.

4. Results

Initially, the automatic pathway was disabled, and only the
controlled pathway was trained. On each trial, the initial
arm state was presented at the network’s input, and this
triggered the selection of a target key at the PFC_Output
layer. A training signal was then provided to this layer, spec-
ifying the correct target key. The correct target was then
actively maintained in the PFC while the Motor_Area layer
generated the corresponding reaching motion. Once each
reach was complete, the PFC was allowed to rapidly update,
based on the activity in the PFC_Context layer and the Sen-
sory_Input layer, selecting a new target key at PFC_Output.
A training signal was then provided, once again, to PFC_Out-
put, and this process continued until the end of the se-
quence, and the end of the trial, was reached. Through
this training process, the controlled pathway learned
relatively quickly. The average number of trials that were
required for the controlled pathway to learn each of the
ten sequences are displayed in Table 1.

Please cite this article in press as: Gupta, A et al., A neurocomputational approach to automaticity in motor skill learning,
Biologically Inspired Cognitive Architectures (2012), http://dx.doi.org/10.1016/].bica.2012.07.009



http://dx.doi.org/10.1016/j.bica.2012.07.009

8 A. Gupta et al.
Table 1 Number of trials required for training (early stages).
Sequence Arm states controlled pathway alone automatic pathway alone both (high control) pathways
1 57 21.8 (+1.8) 83.0 (+10.04) 15.0 (£1.3)
2 42 18.6 (+2.0) 76.4 (£5.9) 19.8 (x4.9)
3 51 13.2 (3.1) 70.2 (+7.0) 15.2 (£2.3)
4 43 14.5 (£2.6) 76.3 (+8.1) 20.4 (+3.9)
5 50 12.7 (£2.9) 81.6 (£11.4) 22.5 (x2.7)
6 49 15.3 (2.8) 73.5 (+8.5) 11.1 (£2.5)
7 54 18.9 (2.1) 75.1 (£9.7) 18.4 (£3.1.)
8 44 12.3 (1.6) 66.9 (£7.7) 10.6 (+2.0)
9 59 20.2 (+3.7) 81.8 (£10.3) 25.3 (¢4.9)
10 47 16.8 (+1.8) 75.9 (+8.0) 10.9 (£2.2)

Table 2 Network performance (SSE) during early stages of learning.

Sequence Arm states Both pathways (high control) Controlled pathway alone automatic pathway alone
1 57 12.4 (£5.1) 22.2 (+6.4) 296.4 (+25.6)
2 42 19.2 (£2.2) 21.6 (£2.9) 214.6 (+9.4)
3 51 16.8 (+2.5) 18.2 (3.7) 234.0 (+22.7)
4 43 11.8 (£2.1) 19.4 (+4.2) 256.3 (+18.3)
5 50 15.3 (£3.3) 20.2 (+4.5) 206.7 (+28.2)
6 49 14.5 (+2.9) 19.6 (£3.2) 223.6 (£16.6)
7 54 15.9 (£3.0) 19.1 (£2.7) 241.2 (£25.5)
8 44 14.2 (£2.6) 20.7 (+4.9) 233.3 (+24.9)
9 59 17.9 (£3.3) 18.2 (5.7) 263.9 (£12.7)

10 47 17.1 (£2.5) 19.8 (£5.3) 245.6 (+20.7)

Next, the controlled pathway was disabled in order to
examine the learning performance of the automatic path-
way. Once again, each trial began with the initial arm posi-
tion being provided as input. Synaptic weight changes were
made in response to training signals provided at the Motor_-
Output layer, with performance error driving learning in the
standard Leabra manner. The arm was guided from key to
key in the sequence, forcing the Sensory_Input to always
fall along the correct trajectory. This process continued
until the motor sequence was complete. The average trials
required for this pathway to master the ten sequences are
given in Table 1. The time required to train the automatic
pathway was found to be substantially greater than the time
required to train the controlled pathway for all ten se-
quences. Clearly, learning the declarative sequence of key
identities was easier than learning the nuanced motor tra-
jectory needed to visit every key in order. This provides
an explanation for why learning in the controlled pathway
is generally faster, allowing it to dominate performance
early in skill acquisition.

Finally, the complete model was trained on each key se-
quence, with the control modulation mechanism determin-
ing the strength of the controlled pathway on any given
trial. Initially, performance error was high. This quickly re-
sulted in a high level of control (i.e., a control value of 1),
maximally increasing the influence of the controlled path-
way. Because the controlled pathway can learn rapidly, er-
ror then dropped rapidly. The trials required for this drop to

occur are recorded in Table 1 for the ten sequences. Net-
work performance at this point in training (when error first
reached a consistently low level) is shown in Table 2, along-
side the performance that arose when each pathway was
temporarily disabled at this point in training. Note that cor-
rect motor sequences were produced by the intact model
and by the controlled pathway alone but not by the auto-
matic pathway in isolation. This is consistent with the obser-
vation that human performance suffers early in skill learning
when the controlled pathway is disrupted (e.g., under PFC-
based working memory load) (Holt & Rainey, 2002; Hikosaka
et al., 2002).

Another interesting observation is that the full model
was able to generate the correct sequence despite the auto-
matic pathway’s tendency to generate incorrect responses
when the controlled pathway was removed. It appears as
if the controlled pathway, which was the primary contribu-
tor to the correct output, learned to compensate for some
of the erroneous activity from the automatic pathway. This
may be the reason why the error for the isolated controlled
pathway is slightly greater than the error for the full model.
The isolated controlled pathway might have been overcom-
pensating for an automatic pathway that was no longer
present.

Indeed, there is further evidence of complex interactions
between the pathways during early learning in the complete
model. Specifically, some key sequences were learned more
quickly by the complete model than by the controlled
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pathway, alone, indicating that the presence of the auto-
matic pathway actually sped early learning in the complete
model. This suggests that, while the automatic pathway
may have mostly provided erroneous activity to be over-
come by the controlled pathway during these early stages
of learning, some small positive contribution to correct per-
formance was made by the automatic pathway, allowing the
complete model to reach low levels of error more quickly in
some cases.

Training of the full model was continued past this point.
When the level of cognitive control had a high value (i.e.,
close to one), the network produced the correct motor se-
quence due to the corresponding frontal involvement. How-
ever, as correct outputs were generated, the running
average of error decreased and the strength of control
dropped. When this happened, the controlled pathway’s
contribution to the motor output decreased, bringing error
back up and strengthening control. Thus, control oscillated
close to its maximum level. During this entire process, the
automatic pathway continued to learn. When the strength
of control was high, the network generated correct outputs.
Since the amount of error was negligible on these trials,
Leabra’s error-correction learning rule played only a small
role, and the automatic pathway learned primarily through
the correlational (Hebbian) component of the learning algo-
rithm. When control dipped and significant error appeared
at the output, the automatic pathway benefited from the
error driven learning component of Leabra. For the ten se-
quences, the average training trials required for the auto-
matic pathway to master the task are recorded in Table 3.
Once the automatic pathway learned the sequence, the
strength of control dropped to zero. This signified that no
control was being employed and the task had been
automatized.

Network performance at this late stage of learning
(determined by the point at which cognitive control per-
sisted at a consistently low level), is shown in Table 4. At
this point, each pathway produced reasonable performance
when isolated from the other. Interestingly, error increased
when both pathways were incorporated and control was set
to its maximum level. Thus, our model suffers when exces-
sive control is employed during the execution of an automa-
tized motor skill, just as is observed in humans who are
performing a well-practiced skill under pressure (Beilock

Table 3 Number of trials required for training (later
stages).

Sequence Arm states Automatic pathway alone
1 57 334.4 (+42.5)
2 42 76.8 (+4.6)

3 51 233.2 (+21.4)
4 43 200.3 (+3.9)
5 50 226.1 (£2.2)
6 49 119.4 (£2.5)
7 54 188.3 (¢2.1)
8 44 100.6 (+1.8)
9 59 255.3 (+3.6)
10 47 144.6 (x2.4)

et al., 2004). Late in training, as control reached its mini-
mum value of zero, the automatic pathway learned to gen-
erate the correct motor sequence without any input from
the controlled pathway. Hence, the introduction of control
resulted in unwanted frontal input, degrading performance.

A final curious observation is that the time required by the
automatic pathway to learn the sequence in the full model is
substantially greater than the time needed when the auto-
matic pathway is trained alone. This occurred because the
controlled pathway kept the network error low, limiting
the utility of Leabra’s error driven learning mechanism and
causing connection weights to change more slowly.

5. Discussion

We have reported some initial explorations of a neurocom-
putational model of automaticity in motor skill learning.
The use of this computational framework now gives us the
capability to produce predictions concerning human behav-
ior. In our model, a declarative representation of the skill is
quickly acquired in the frontal controlled pathway. With
additional practice, a procedural representation of the skill
is also acquired in the automatic pathway. As the automatic
pathway becomes more and more proficient, the contribu-
tion of the controlled pathway is gradually retracted by a
control modulation mechanism.

For the simple sequence learning task that was explored
in these simulations, the controlled pathway was faced with
the relatively simple task of learning a sequence of key
identities. The actual motor output was initially produced
as a succession of reaching motions that were generated
by a pre-trained component of the model. Not all motor
tasks lend themselves to such a simple declarative represen-
tation, however. While skilled motions like a golf put or a
ping pong smash can definitely be broken down into discrete
declarative steps, the actual execution of each of those
steps is not as simple as a previously-mastered reaching
behavior. When learning such skills, it might be necessary
for the motor areas participating in the controlled pathway
to learn to execute each component step, limiting the util-
ity of the controlled pathway.

Some theories of automaticity suggest that the declara-
tive component can assist in the training of the procedural
component (Anderson, 1981; Schneider & Schriffin, 1977).
This happens, in a non-obvious way, in our model. Early in
training, the controlled pathway produces correct output
activation levels, and this allows correlational (Hebbian)
learning in the automatic pathway to improve performance
in that pathway. Correlational learning in Leabra is fairly
weak, however, particularly in comparison to the error dri-
ven learning mechanisms used in this framework. We intend
to explore ways in which this interaction can be strength-
ened, allowing the controlled pathway to ‘‘teach’’ the
automatic pathway.

Recent research suggests that the role of the basal gan-
glia in the storage and execution of movement sequences
may have been previously overstated (Desmurget & Turner,
2010; Turner & Desmurget, 2010). This may imply separate
pathways for procedural and automatic processing. Our
model would have to be suitably modified to account for
these results and to capture overlearning. Another
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Table 4 Network performance (SSE) after extensive training.

Sequence Arm states Both pathways (high control) Controlled pathway alone Automatic pathway alone
1 57 66.4 (+4.8) 30.2 (¢4.0) 29.0 (+4.5)
2 42 36.3 (¢2.2) 24.6 (+3.0) 19.3 (2.2)
3 51 37.4 (£3.2) 18.8 (23.4) 11.4 (£2.5)
4 43 38.5 (¢2.6) 22.3 (£3.1) 20.4 (£2.3)
5 50 55.7 (¢2.9) 29.6 (+3.4) 22.5 (+2.7)
6 49 35.3 (¢3.2) 18.5 (23.7) 11.1 (£3.0)
7 54 48.9 (£3.5) 25.1 (£3.9) 18.4 (£3.4)
8 44 32.3 (¢2.7) 16.9 (£2.7) 10.6 (+2.3)
9 59 60.2 (+4.7) 31.8 (24.1) 25.3 (+4.7)

10 47 36.8 (¢3.3) 17.9 (23.8) 10.9 (+2.5)

limitation of our model is that it does not yet capture exe-
cution-time differences between controlled processing and
automatic processing. It is well established that controlled
execution of an skill is slower than automatic execution.
This is our most pressing matter for future research.
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Appendix A. The Leabra framework

This appendix provides a compact overview of the primary
mathematical components of the Leabra framework for
computational cognitive neuroscience modeling (O’Reilly
& Munakata, 2000).

A.1. Dendritic integration

A fundamental function of neurons is the transformation of
incoming synaptic information into specific patterns of ac-
tion potential output. An important component of this
transformation is synaptic integration — the combination
of voltage deflections produced by a myriad of synaptic in-
puts into a singular change in membrane potential. Leabra
simulates this integration at the dendrite of the neuron
via a weighted summation of all the input activations fol-
lowed by functional transformation (normally sigmoidal) of
the sum.

A.2. Point neuron approximation

Leabra uses a point neuron activation function that models
the electrophysiological properties of real neurons, while
simplifying their geometry to a single point. This function
is nearly as simple computationally as the standard sigmoi-
dal activation function, but the more biologically-based

implementation makes it considerably easier to model
inhibitory competition, as described below. Further, using
this function enables cognitive models to be more easily
related to more physiologically detailed simulations, there-
by facilitating bridge-building between biology and
cognition.

A.3. Lateral inhibition

The processes involved in lateral inhibition are particularly
relevant to the model presented in this paper. Lateral inhi-
bition allows for competition between neurons involved in
the encoding of stimuli. Along with the mechanisms of syn-
aptic learning, this competition separates the neurons that
associate the stimulus with responding, or acquisition
neurons, from those which associate the stimulus with
non-responding, called extinction neurons. The class of
inhibitory functions that Leabra adopts are known as k-win-
ners-take-all (kWTA) functions. A kWTA function ensures
that no more than k units out of a total of nin a layer are
active at any given point in time. This is attractive from a
biological perspective because it captures the set point
property of inhibitory interneurons, where the activity level
is maintained through negative feedback at a roughly con-
stant level (O’Reilly & Munakata, 2000).

A.4. kWTA function implementation

The k active units in a kWTA function are the ones receiving
the most excitatory input (ge). Each unit in the layer com-
putes a layer-wide level of inhibitory conductance (g;) while
updating its membrane potential such that the top k units
will have above threshold equilibrium membrane potentials
with that value of g;, while the rest will remain below firing
threshold. The function computes the amount of inhibitory
current g/ that would put a unit just at threshold given its
present level of excitatory input, where 6 is the threshold
membrane potential value. Computing inhibitory conduc-
tance at the threshold (g!), yields:
_ 8.8, (Ec—0) +98 (E —0)

0
gi - QfE, (1)

where g; represents the excitatory input minus the contri-
bution from the bias weight and g,g; , g.g. are the total con-
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ductances from the Potassium and Sodium channels respec-
tively. The E; and E. variables refer to the equilibrium
potentials for the potassium and sodium channels, respec-
tively (O’Reilly & Munakata, 2000). The value of g; is
computed as an intermediate value between the ¢! values
for the kth and k + 1th units as sorted by level of excitatory
conductance (ge). This ensures that the k + 1th unit remains
below threshold, while the kth unit is above it. Expressed as
a formula this is given by:

8 =81 + a8/ (k) — g/(k+ 1)) (2)

where 0<qg<1 determines where the inhibition lies be-
tween the k and k + 1th units.

A.5. Leabra learning algorithms

Leabra provides for a balance between Hebbian and error-
driven learning. Hebbian learning is performed using a con-
ditional principal components analysis (CPCA) algorithm
(O’Reilly & Munakata, 2000). Error-driven learning is per-
formed using GeneRec (O’Reilly, 1996), which is a general-
ization of the Recirculation algorithm (Hinton &
McClelland, 1988), and approximates Almeida-Pineda recur-
rent backpropogation (Almeida, 1987; Pineda, 1989).

A.6. Correlational (Hebbian) learning

The objective of the CPCA learning rule is to modify the
weights for a given input unit (x;) to represent the condi-
tional probability that the input unit (x;) is active when
the corresponding receiving unit (y;) is also active. This is
expressed as:

wi; = P(x; = 1ly; = 1) = P(xily;) (3)

In Eq. (3) the weights reflect the frequency with which a gi-
ven input is active across the subset of input patterns repre-
sented by the receiving unit. If an input pattern occurs
frequently with such inputs, then the resulting weights from
it will be relatively large. On the other hand if the input pat-
tern occurs rarely across such input patterns then the
resulting weights will be small. The following weight update
rule achieves the CPCA conditional probability objective
represented by Eq. (3).

AWU = E[ij,' — ijU] = eyj(x,« — W,'j) (4)

where e is the learning rate parameter. The weights are ad-
justed to match the value of the sending unit activation x;,
weighted in proportion to the activation of the receiving
unit (y;). Thus inactivity of the receiving unit implies that
no weight modification will occur. Conversely, if the receiv-
ing unit is very active (near 1), the update rule modifies the
weight to match the input unit’s activation. The weight will
eventually come to approximate the expected value of the
sending unit when the receiver is active (consistent with Eq.

(3))-
A.7. Error driven learning

GeneRec implements error backpropogation using locally
available activation variables thereby making such a learn-
ing rule biologically plausible. The algorithm incorporates

the notion of plus and minus activation phases. In the minus
phase, the outputs of the network represent the
expectation or response of the network, as a function of
the standard activation settling process in response to a gi-
ven input pattern. Then, in the plus phase, the environment
is responsible for providing the outcome or target output
activations.

The learning rule for all units in the network is given by
Eq. (5):

Awij = e(y; —y;)x; (5)

for a receiving unit with activation y; and sending unit with
activation x;. The rule for adjusting the bias weights is just
the same as for the regular weights, but with the sending
unit activation set to 1:

My = (v -v7) (6)

The difference between the two phases of activation is an
indication of the units’ contribution to the overall error sig-
nal. Bidirectional connectivity allows output error to be
communicated to a hidden unit in terms of the difference
in its activation states during the plus and minus states

(v -v)-
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