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Abstract—Wireless rechargeable sensor networks (WRSNs),
benefiting from recent breakthrough in wireless power transfer
(WPT) technology, emerge as very promising for network lifetime
extension. Traditional methods focus on scheduling algorithms
and system optimization, and the issue of charging security/threat
is ignored, causing it vulnerable to attacks. In this paper, we de-
velop a novel attack for WRSN through Denial of Charge (DoC)
aiming at maximizing destructiveness. At first, we form a gener-
alized on-demand charging model, which provides fundamental
basis for designing charging attacks. Then a request prediction
method (RPM) is introduced for predicting the emergences of
charging requests. Afterwards, a Collaborative DoC attacking
algorithm (CoDoC) is developed, which tempers/modifies and
generates fake charging requests, yielding normal nodes exhaust-
ed. Finally, to demonstrate the outperformed features of CoDoC,
extensive simulations and test-bed experiments are conducted.
The results show that, CoDoC outperforms in making sensor
exhausted as well as causing missing events.

I. INTRODUCTION

Benefiting from the recent breakthrough in wireless power
transfer (WPT) technology, the bottleneck of energy limitation
in wireless sensor networks (WSNs) has been eased [1], [2].
Thus, the concept of Wireless Rechargeable Sensor Network
(WRSN) has come up and attracts increasingly attentions [3].

In recent years, much effort has been devoted to improv-
ing the performance of WRSNs by optimizing the charg-
ing scheduling [4]. In general, most research focuses on
scheduling algorithms [5], collaborative control [6] and system
performance optimizations [7]. However, security issues in
WRSN have been overlooked. For example, in the on-demand
charging architecture, once a malicious/fake charging request
is received by a Wireless Charging Vehicle (WCV), a wrong
charging tour may be obtained due to fraud. In that case, a
fraction of nodes will be left unserved and exhausted in vain.
This kind of Denial of Charge (DoC) attack may destruct
the network reliability and functionality and trigger event
loss. Even worse, such an attack may lead to catastrophic
consequences, especially for real-time [8] and safety-critical
applications, such as heart disease monitoring, forest fire
alarm, and so on [9], [10]. Therefore, much attention should
be paid on attacks and security issues in WRSNs.

Researching the attacking approaches can contribute to
designing network threat models, which is quite useful for
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developing safeguard mechanisms especially for network se-
curity area. Therefore, in this work, we focus on attacks in
WRSNs and develop a novel attack model for the on-demand
architecture, seeking for maximizing the destructiveness by
means of creating and tempering unrealistic/fake charging
requests.

When developing attacking schemes, we confront with three
challenges. As the charging performance directly depends on
charging scheduling algorithms, attacking schemes have an
one-on-one corresponding relation to the scheduling methods.
In practice, it is complicated and useless to customize a large
number of unique attacking algorithms, because each of which
is dedicated for one scheduling algorithm. As a consequence,
the first challenge is: (I) how to propose a generalized on-
demand charging architecture model, which is feasible for
presenting various kinds of on-demand charging approaches
by configuring different parameters? This model paves the
way of developing a generalized DoC attack easily, no matter
which on-demand charging algorithm is applied. The second
problem is: when mounting an attack, the attacker will temper
and modify fake charging requests. However, continuously
upcoming of sporadic requests cannot baffle the WCV, instead,
explosive requests in a short time will cause exhausted nodes
resulting from exceeding WCV’s serving capabilities. There-
fore, the second challenge is: (II) when and how to determine
the best time to manipulate malicious nodes to simultaneously
send fake requests so as to maximize destructiveness? Besides
that, (III) how to disguise the presence of the attack without
notice/detection of the WCV is the third challenge.

To tackle above challenges, in this paper, we propose a novel
DoC algorithm on WRSN for on-demand charging architec-
tures named CoDoC. At first, we propose a generalized on-
demand charging model for developing DoC attack methods.
Then a request prediction method (RPM) is introduced for
predicting the emergence of charging request. Afterwards,
an attack algorithm is developed, through which network
destructiveness can be maximized. Finally, to demonstrate the
outperformed features of CoDoC, extensive simulations and
test-bed experiments are conducted.

In general, the main contributions of this paper are summa-
rized as below:
• To the best of our knowledge, we are the first to con-

centrate on charging attacks in WRSNs. A Collaborative
Denial of Charge (CoDoC) attack, which destructs a



network by maximizing event loss through intentionally
tempering, modifying and generating fake charging re-
quests, is proposed.

• To maximize attacking destructiveness (e.g. maximizing
missing point of interests (PoIs) & missing events),
we abstract the features of state-of-the-art on-demand
charging architecture and develop a generalized model
for formalizing the charging scheduling procedure, which
provides the fundamental basis for designing charging
attacks.

• To find the best opportunity for launching the DoC attack,
a request prediction method (RPM) is proposed. RPM
can be used to predict the number of upcoming requests
initiating in a certain interval, within which charging
demand exceeds a WCV’s charging capability, yielding
some nodes’ requests ignored, and exhausted in vain.

The remainder of this paper is organized as follows. Section
II gives a brief overview on literature review. Section III
introduces background knowledge. In Section IV, a DoC attack
algorithm named CoDoC is proposed. Test-bed experiments
and simulations are conducted to show the performance in
Section V and Section VI. Finally, Section VII concludes this
paper and points out the future work.

II. LITERATURE REVIEW

Recently, much effort has been devoted to WRSNs research
in aspects of charging security [11], charging scheduling [8],
and network optimizations [7]. However, few of them pay
attention to the threat models as well as charging attack issues.

In the network security aspect, most research focuses on
electromagnetic radiation problem in charging application-
s [11]. Dai et al. [11] proposed the definition of safe charging
and maximized the charging utility of charge devices by
adjusting the power of mobile chargers. However, these work
only care about avoiding the negative effects of electromagnet-
ic radiation on human health. Issues of charging attacks and
corresponding countermeasures are never mentioned.

Although existing solutions to security issues in WRSNs
are not suitable to refer to, attacks in WSNs [12] (e.g. DoS
attack [13], DDoS attack [14], and node capture attack [15])
can still provide insightful guidance for developing destructive
and effective charging attacks, which are deserved to be
mentioned. Ning et al. [13] introduced a special DoS attack,
in which the attacker broadcasts fake messages and forces
the receiving nodes to waste energy on performing a large
number of unnecessary signature verifications. Consequently,
sensor nodes will eventually exhaust their battery power.
Comparing with the DoS attack, more attacking sources are
used in DDoS [14]. In DDoS attack, incoming traffic comes
from plenty of IP addresses, hence, countermeasures make
little effect by blocking a single address. In the node capture
attack [15], Tague et al. [15] proposed a metric using circuit
mapping to quantify the vulnerability of the traffic, based on
which the attacker can always maximize the destructiveness.

As the DoC attack considered in this paper is taken based
on the on-demand charging architecture, several state-of-the-
art scheduling methods are summarized for reference. He et

al. [16] proposed the Nearest-Job-Next with Preemption (NJN-
P) on-demand architecture, which always serves spatial closest
nodes. Stankovic et al. [17] designed a Earliest-Deadline-First
(EDF) for the on-demand architecture, which aims to serve
the most emergency nodes. Lin et al. [18] proposed a mixed
priority based charging scheduling algorithm (mTS), which
takes into account temporal and spatial factor synthetically.

However, all research achievements on WRSNs overlook the
influences of attacks. In this work, we concentrate on such
threats and propose a novel DoC attack to damage network
functionality for on-demand charging architecture.

III. ON-DEMAND ARCHITECTURE GENERALIZATION

In this section, at first, we present related backgrounds.
Then, we generalize the architecture. Finally, we formalize
our objective problem.

A. Network Model

Typically, a WRSN is composed of three components: a
base station (BS), a wireless charging vehicle, and a number
of rechargeable sensor nodes. BS is responsible for collecting,
aggregating and mining sensory data from sensors, and it can
also provide battery provisioning and replacing service for
WCV. WCV is applied to replenish energy for rechargeable
sensors and acts as the energy delivering medium throughout
the network. It is equipped with a transmitting coil and is able
to wirelessly charge the battery of the sensors. The energy
capacity of WCV is limited. Once its residual energy is low,
it will return to the BS for energy replacement. Homogenous
sensors implemented with receiving coils are deployed to
monitor point of interests (PoIs) in the area, and they can
harvest energy from the WCV when the distance of two coils
is within a certain range through WPT. In our model, events
(i.e. PoIs) may happen anywhen and anywhere throughout the
network area and they are regarded as equally important.

B. Charging Scheduling Scheme

As a classic on-line charging architecture in WRSNs, the on-
demand architecture shows merits in flexibility and scalability
with dynamic topology. Through collecting charging requests
from “hungry” nodes, WCVs will be employed to patrol over
the network for replenishing energy. Hence, we focus on
designing attacking algorithms on such an architecture. The
main reason that we do not choose the off-line scheduling
methods such as periodically scheduling [19] is: the charging
sequences of nodes are determined in network initialization,
which lacks of flexibility. Thus, malicious attacks will fail to
make destructions because the scheduling algorithm has not
been changed at all.

In the on-demand charging architecture, as charging
scheduling schemes (i.e. NJNP [16], EDF [17], and mT-
S [18]) vary from each other, leading to various charging
tours/sequences, it is essential to formalize a general model for
them, which will provide the fundamental basis for developing
attacking methods. We hereby design a general on-demand
charging scheduling model. As both distance and charging
deadline are considered in the process of scheduling, the
general model should be considered to be highly adaptable.



During the working process of WRSNs, once the remaining
energy of sensor ni falls below a specific threshold θ, a
charging request including node ID i, node location (xi, yi),
current energy consumption rate qi, and current time Ti,
expressed as <i, xi, yi, qi, Ti>, will be initiated by sensor ni
and delivered to the WCV.

From the point view of WCV, all received charging requests
will be recorded in a waiting queue Ψ. Hence, to select an
appropriate request to serve, a straightforward method is to
designate each node a priority. The node with the highest
priority will be served first. Whenever a charging task is
completed, the waiting queue will be updated. Now, we
will detailedly demonstrate how to designate a priority of a
charging request (node).

1) Priority determination: In the on-demand charging ar-
chitecture, to designate appropriate priorities for requests, we
pay close attention to the temporal and spatial characteristics.
Here, two different priorities, temporal priority and spatial
priority, are calculated accordingly.

The temporal priority λ(t)(i) of node ni is defined as its own
remaining lifetime ti, which relates to the residual energy ei
and energy consumption rate qi, and it is calculated as ti = ei

qi
.

Then, similarly, spatial priority λ(d)(i) is defined as the
distance Di between node ni and WCV.

By combining two priorities together, we introduce the
definition of a mixed priority λ(m)(i). Here, two parameters α
and β are defined as weights of temporal and spatial priorities
respectively as follow:

λ(m)(i) = αλ(t)(i) + βλ(d)(i) . (1)

Note that, for a node ni, a smaller mixed priority λ(m)(i) will
lead to a higher charging priority.

2) Reachable-in-Time Test: A straightforward usage of the
mixed priority is to select the charging candidate: a node with
the smallest mixed priority value λ(m)(i) will be designated
the highest charging priority by WCV.

However, as both temporal and spatial priorities are in-
volved, in case of setting parameters α and β inappropriately,
some extreme case should be focused on, such as: a remote
node may be designated a high priority. Thus, to avoid this
phenomenon, Reachable-in-Time Test and Residual-Energy
Test are introduced. Reachable-in-Time Test aims to check
whether the node is reachable before exhausting its energy.
Residual-Energy Test is used to identify whether WCV’s
residual energy is sufficient for returning back to BS after
finishing the current assignment.

Reachable-in-Time Test: Once the node with the highest
priority is selected, WCV should calculate the time to arrive
at the node and compare it with the node’s charging deadline.
If WCV is not able to reach the node before its deadline,
the Reachable-in-Time Test will turn to the node with the
second-highest priority and the node with highest priority will
be identified as a dead node.

This decision-making process can be formulated as follow:

Reachable-In-Time Test =

{
serve, ti >

Di

V

remove, ti ≤ Di

V .
(2)

Here, ti denotes the residual lifetime of ni and Di is the
distance between WCV and node ni.

3) Charging time calculation: After passing the Reachable-
In-Time Test, we tend to determine how long it takes for
charging ni. The charging time for target ni can be decided
by the energy receiving rate qr and its residual energy ei. The
rate of energy received by sensor nodes, qr, can be calculated
as:

qr = ε ∗ qc , (3)

where ε denotes the ratio of energy obtained by sensor nodes
from WCV. qc is the energy charging rate of WCV.

Then the residual energy of ni can be calculated as:

ei = θ − (T − Ti)qi . (4)

Here, ei and qi are the residual energy and energy consumption
rate of ni. θ is the energy warning threshold, T and Ti are
current time and request sending time of ni. Since the trans-
mission delay is negligible compared to the service time [19],
Ti can also be regarded as the receiving time of request.

After energy receiving rate qr and residual energy ei are
calculated, the charging time for ni is computed as:

t
(c)
i =

C(n) − ei
qr

. (5)

Here, t(c)i denotes the charging time of ni serviced by WCV,
C(n) is the battery capacity of nodes.

Residual-Energy Test: After determining the service time
for selected node ni, it is necessary for WCV to confirm
whether its residual energy is enough to return back to BS
after finishing the charging task. If so, it will move to node
ni; otherwise, it will turn to BS and get energy from it.

Residual-Energy Test: =

ni,
Ew−(Di+D

(BS)
i )·qm

qc
> t

(c)
i

BS, Ew−(Di+D
(BS)
i )·qm

qc
≤ t(c)i ,

(6)
where Ew refers to the residual energy of WCV, qc and qm are
the charging and moving energy consumption rates of WCV.
D

(BS)
i denotes the distance between node ni and BS.

C. General Model for On-Demand Charging Scheduling
Based on above observations, we formalize the general

model of the on-demand scheduling scheme in Algorithm 1.
Algorithm 1 proceeds as follows. Firstly, a set of nodes

N are taken as input parameters. Then nodes deliver their
charging requests to WCV when they need energy replenish-
ment, and WCV calculates the priorities for them (Line 4-8).
Afterwards, WCV sorts these charging requests and checks
whether the request with the highest priority is reachable
before its charging deadline so as to choose a charging target
(Line 9-14). Then, WCV moves towards the target and serves
it (Line 15). Finally, the waiting queue will be updated after
a charging task has been completed (Line 16).

A prominent feature of our generalized model is that, by
means of setting different variables (α, β), our model will be
customized into specific charging schemes. For example, when
α = 1 and β = 0, the model is specialized as EDF [17],
(0.5, 0.5) refers to mTS [18], and NJNP [16] is formalized
as (0, 1). This achievement lays the fundamental basis for
developing attacking schemes on this generalized model.



Algorithm 1 Generalized model of on-demand charging
scheduling
Input: A node set N
Output: Charging target node ni

1: Initialize parameters: α, β;
2: Construct a request queue Ψ;
3: while |Ψ| > 0 do
4: for i← 1 to |Ψ| do
5: Get ti and di,j ;
6: Calculate λ(t)(i) and λ(d)(i);
7: Calculate λ(m)(i);
8: end for
9: Sort Ψ(m) by λ(m)(i);

10: Choose the first node ni in the sorted queue;
11: while ni cannot pass Reachable-In-Time Test do
12: Remove ni from Ψ;
13: Re-select the first node in Ψ as ni;
14: end while
15: Charge ni;
16: Update the request queue: Ψ.
17: end while
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Fig. 1. Node exhaustion caused by DoC attack

Next, we will formalize the adversarial model based on this
on-demand charging architecture.
D. Adversary Model

Before introducing the attacking process, we model the ca-
pability of an adversary in advance. In this work, an adversary
is able to eavesdrop on data flow of sensors [20]. He has the
knowledge of the network protocol [21] and knows the speed
of WCV.

When launching an attack, an adversary first eavesdrops
the network communications to gather sufficient information
including node identifications, locations, authenticated neigh-
bors, verification keys, etc. These information will be used to
capture the target node [20].

After compromising a node mi, information such as id,
location, and energy consumption rate qi is considered to be
compromised. Hence, the malicious node is able to send a fake
charging request to WCV. As id and location information of
node mi are stored in WCV and BS, therefore, the only way
to cheat WCV or BS is to modify the request initiating time
Ti and energy consumption rate qi. Upon the receptions of
such unexpected malicious and fake requests, the ranking of
nodes based on mixed priorities will be consequently changed.
Therefore, some nodes which are ranked with a high priority
and surely served by WCV may be eventually ignored, and
starved to death. We name this novel attack in WRSNs as
Denial of Charge (DoC). In our model, the number of nodes
captured by an attacker is |M |. The nodes are regarded as
equally important because the monitored events may happen
anywhen and anywhere throughout the network area.

For ease of simplicity, we give an example in Figure 1. As
shown in Figure 1, WCV serves sensor nodes under the on-
demand charging architecture. Originally, nC will be served.
However, once DoC is launched, several malicious and fake
requests will be injected into the network. Thus, more not-
so-urgent/important nodes in Ψ will be serviced. Consider
two nodes, nC and nD, after DoC attack is launched, the
charging tour and serving time of the WCV will be prolonged
simultaneously. Thus, nodes with low priorities, no matter
malicious or not, will be left unserved due to the long lasting
waiting time, and exhaust in vain.

1) Problem statement and objective: The aim of an attacker
is to destroy the integrity and sensitivity of the network. More
exactly, we intend to maximize the destructiveness to the
network by launching DoC attack.

Problem Statement: In a WRSN containing a BS, a series
of sensor nodes and a WCV, an attacker has already captured
|M | sensor nodes as malicious nodes. How does the attacker
manipulate the malicious nodes to collaboratively send fake
charging requests so as to change sequence of on-demand
charging scheduling for maximizing the destructiveness to the
network?

As mentioned before, in our network, events may happen
anytime and anywhere throughout the network, and event
missing may cause catastrophic consequences, therefore, to
evaluate the destructiveness of the attack, we focus on how
many events are missing. Hence, the destructiveness is quan-
tified based on the missing events, and it is denoted by η.
Here, we formalize the problem as a single-target optimization
problem with the goal as:

max η =

i∈P∑
µi , (7)

where P is the set of PoIs and µi is calculated as:

µi =

{
1,

∑di,j∈(0,R]
ϕj = 0

0,
∑di,j∈(0,R]

ϕj > 0 .
(8)

Here, di,j refers to the distance between PoI pi and node nj .
R is the coverage range of homogeneous sensor nodes. ϕj is
the living state of nj , which can be defined as:

ϕj =

{
0, nj is dead

1, nj is alive .
(9)

Therefore, a PoI pi will be missed if and only if all sensor
nodes monitoring this point are exhausted.

Usually, malicious nodes may: (1) pass the Reachable-in-
Time Test but exhaust its energy when WCV arrives; (2) send
a charging request immediately after getting charged from
WCV; (3) refuse to send charging requests until drain its own
energy; (4) send multiple fake requests at the same moment
T or in the same malicious consumption rate q(m). These
behaviours can be easily recognized by BS.

Therefore, to ensure that the attacking activity cannot be
directly identified by WCV or BS, an external restraining
mechanism is necessary to be set up. In order to formulate
the constraint that a fake request needs to satisfy, we define
Θ

(m)
i as the energy warning threshold designed for malicious

node mi. The DoC attack will not be launched only when the
energy of malicious node meets the following constraints:
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Fig. 2. The constraints on malicious nodes

Rest-Lifetime-Constraint: Suppose that a node mi be-
comes the highest-priority node and the Reachable-in-Time
Test has been passed. Unfortunately, mi has already exhausted
when WCV reaches there. Thus, the malicious node mi will
be checked out because its actual lifetime is shorter than the
fake lifetime, which can be formalized as:

Θ
(m)
i ≥ Θ ∗ qi

q
(m)
i

, (10)

where qi and q(m) denote the actually energy consumption rate
and malicious energy consumption rate of mi, respectively.

Upper-Bound-Constraint: Suppose that if nodes are al-
lowed to send charging requests immoderately, to avoid other
sensor nodes receiving charging services, malicious nodes tend
to send charging requests immediately after getting charged
from WCV. Thus, the charging receiving queue will always
be taken up by malicious nodes. In fact, to avoid receiving
this kind of malicious requests, WCV sets an Upper-Bound-
Constraint for each sensor node as follow:

Θ
(m)
i ≤ C(n) − (C(n) −Θ)

qi
qmax

, (11)

which denotes that even if the node ni is working with
a possible maximum energy consumption rate qmax, it is
impossible to send charging request so frequently.

Lower-Bound-Constraint: Similar to the Upper-Bound-
Constraint, an Lower-Bound-Constraint is set for each sensor
node. As a result, the malicious node, which intends to delib-
erately exhaust its own energy by refusing to send charging
request, will be checked out.

Θ
(m)
i ≥ max{C(n) − (C(n) −Θ)

qi
qmin

, 0} (12)

Equation (12) indicates that even if the node ni is working
with a possible minimum energy consumption rate qmin, it is
impossible to send request very infrequently.

Overall, the objective problem described in Equation (7)
must subject to the following constraint:

Θ
(m)
i ∈ (max{C(n) − (C(n) −Θ)

qi
qmin

,
Θ ∗ qi
q

(m)
i

},

C(n) − (C(n) −Θ)
qi

qmax
) ,

(13)

which is applied to all sensor nodes in the network.
To illustrate the above analysis, constraints on the residual

power of malicious nodes are depicted in Figure 2. With
the aspiration of sending fake requests, the energy levels of
malicious nodes should not only fall below the Upper-Bound-
Constraint (UBC) but also over both Rest-Lifetime-Constraint
(RLC) and Lower-Bound-Constraint (LBC).

IV. THE PROPOSED SCHEME

To launch an effective DoC attack, we first design a request
prediction method, which is used to calculate attacking time
for all malicious nodes to initiate fake requests. Then, to
further maximize the destructiveness of the attack, we develop
a collaborative DoC attacking algorithm named CoDoC.

A. Request Prediction Method
As malicious nodes aim to change the charging sequence

of the request queue, the number of coming requests during
each decision-making cycle must be predicted to maximize
destructiveness. However, from the point view of the adver-
sary, the energy consumption rate qi of each node cannot be
obtained. Thus, to predict qi as well as Ti in a coming request
<i, xi, yi, qi, Ti>, a request prediction approximate algorithm
is provided.

To formulate the process of data transfer, we follow the
same energy consumption model as in [22]:

ET (k, d) = (Et + σ ∗ d2) ∗ k , (14)

ER(k) = Er ∗ k . (15)

Here, ET (k, d) and ER(k) denote the power consumption of
data transmission and reception, respectively. d is the distance
between transmitter and receiver. k denotes the total length
of transmitted data bit. Et, Er, σ are constant parameters
obtained by communication experiments [22], Et = Er =
558nJ/bit and σ = 44.66pJ/bit/m2.

To calculate the energy consumption rate qi of node ni,
we first subdivide the energy consumption rate qi into ener-
gy reception consumption rate q(R)

i and energy transmission
consumption rate q(T )

i .
Then, we focus on the energy reception rate q(R)

i of ni, and
we define It(i) as the average number of data bits received
by ni in a time interval t:

It(i) =
(
∑j∈τi | < j, i > |) · b̄

t
. (16)

Here, τi is the set of neighbors of ni, indicating that a
communication link lj,i is able to be constructed. b̄ denotes
the average number of transmitted data bits in a data packet.
| < j, i > | is the total number of data packets transmitted
from nj to ni.

Similarly, the average data bits flowing out from ni in a
time interval t, denoted as Ot(i), is calculated as:

Ot(i) =
(
∑j∈τi | < i, j > |) · b̄

t
. (17)

By combining Equation (15) and Equation (16), we can get
the energy reception consumption rate q(R)

i as:

q
(R)
i =

Er · b̄(
∑j∈τi | < j, i > |)

t
. (18)

The transmission consumption rate q(T )
i can be calculated

referring to Equation (14) and Equation (17) as:

q
(T )
i =

b̄ · [Et
∑j∈τi | < i, j > |+ σ(

∑j∈τi | < i, j > |d2
i,j)]

t
.

(19)



Thus, the energy consumption rate qi can be calculated by
Equation (18) and Equation (19) as:

qi =
b̄ · [Er · (

∑j∈τi | < j, i > |) + Et
∑j∈τi | < i, j > |

t
+

σ(
∑j∈τi | < i, j > |d2

i,j)]

t
.

(20)
Thus, the charging request sending time Ti of ni can be

predicted as:

Ti = T
′(f)
i +

C(n) −Θ

qi
. (21)

Here, T
′(f)
i denotes the finishing time of ni’s latest charging

service, which can be measured by monitoring WCV’s moving
activities.

Once the level of any node falls below the energy threshold,
the charging request <i, xi, yi, qi, Ti>, (i ∈ N) with full
information inside is able to be predicted in advance.

Above process enables the attacker to tamper a charging
request, then we will demonstrate how to mount an efficient
DoC attack to destruct network functionality.

B. CoDoC Attack Algorithm

In this section, we present the details of our CoDoC attack
algorithm. The attacker is able to manipulate malicious nodes
to send fake charging requests with modified requesting time
as well as false energy consumption rate in order to cheat
WCV. As a result, if the WCV is not aware of the happening
of such an attack, and arranges the charging sequence as usual,
some nodes will be unable to obtain service from WCV before
exhausting their energy. In that case, emergency nodes will
potentially run the risk of exhausted unintentionally by this
intentional charging attack. Even worse, a PoI is likely to be
missed when all sensors who cover that PoI all run out of
power (see Equation (8)). With the strong positive correlation
between PoIs and sensor nodes, the problem can be trans-
formed into: maximizing the number of dead nodes. Hence,
the transformed problem can be divided into three independent
subproblems according to the configurable parameters from
the view of an adversary.
• A1: How many fake charging requests should be added

into Re(m) set?
• A2: Which moment T (m) is the best time for sending

fake requests?
• A3: How should the energy consumption rate q(m) be

maliciously set in the proposed fake charging request?
Exactly, a sensor node will exhaust its own energy if and

only if much time are spent on serving others’ charging
requests before itself takes part in the decision-making process
and becomes the highest-priority node. However, constrained
by Reachable-in-Time Test in Equation (2), a sensor node
might exhaust energy because WCV is not able to reach the
sensor before its charging deadline. Therefore, the condition
of ni’s death in Equation (9) can be further computed as:

Deadi =

{
1, ∆Ti +

∑|Ψi|
k=0 t

(s)
k > Θ

qi
− Di−1,i

v

0, ∆Ti +
∑|Ψi|
k=0 t

(s)
k < Θ

qi
− Di−1,i

v

. (22)
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Fig. 3. Request accumulation process of WCV

Here, |Ψi| is the length of waiting queue of ni. t
(s)
k refers to

the time spending on serving node nk. Di−1,i is the distance
between ni and the previous serviced node ni−1. ∆Ti denotes
the time interval between sending request and firstly taking
part in decision-making process. When the request delivered
by ni is received, the WCV has three states: charging, moving,
and waiting. Thus, the time interval ∆Ti can be calculated as
follows:

∆Ti =


C(n)−[θ−( Ds

V +Ti−Ts)qi]

qr
+ Ds

V , moving

Ts +
Ds−1,s

V +
C(n)−(θ−

Ds−1,s
V )qs

qr
− Ti, charging

0, waiting .
(23)

Here, Ts denotes the request sending time of current serviced
node ns. Ds refers to the distance between ns and WCV.
Ds−1,s is the distance between ns and the previous serviced
node ns−1. Since the adversary has the knowledge of the
network protocol, the current serviced node ns can be simply
confirmed by WCV’s location and moving direction.

The total servicing time in Equation (22) can be further
calculated as:

|Ψi|∑
k=0

t
(s)
k =

|Ψi|∑
k=0

t
(m)
k +

|Ψi|∑
k=0

t
(c)
k , (24)

where t(m)
k and t

(c)
k are the time spending on moving to nk

and charging for nk, respectively. Thus, the constraint of ni’s
exhaustion in Equation (22) is divided into total charging time
and total moving time.

Besides, to solve subproblem A1, as sensor node ni is
preempted by mi, the charging tour and serving time of WCV
are prolonged simultaneously, which is depicted in Figure 1.
In other words, with the increase of both total moving time
and total charging time given in Equation (24), node ni is
more likely to exhaust its energy.

Above all, for any charging queue, each inserted request
can make nodes more likely to die. Thus, the adversary tends
to send as more fake charging requests as possible, with the
residual energy of request sender conforming to the constraints
in Equation (13).

To describe the selection process more clearly, we depict the
request accumulation process in Figure 3. Before moment T2,
energy of most nodes are higher than the warning threshold,
few requests are gathered by WCV. Therefore, WCV will be
standby after finishing charging a node because at that moment
the charging queue Ψ is still empty. Later on, the charging



queue becomes longer because requests coming faster than
WCV’s service capacity. Hence, WCV gathers more requests
and starts to service for the accumulated requests after moment
T4. Thus, Ψ enters a request diminishing stage.

Therefore, the request charging stage at the moment T ,
denoted as StT , can be formulated as:

StT =

{
1, |Ψ(T )| < |Ψ(T+∆T )|
-1, |Ψ(T )| ≥ |Ψ(T+∆T )|

. (25)

Here, |Ψ(T )| denotes the length of queue at the moment T ,
|Ψ(T+∆T )| refers to the length of queue at the next decision
making moment, and ∆T denotes the time interval between
current time and the next decision making moment. ∆T can be
calculated using Equation (23) by simply replacing Ti with T .
StT = 1 indicates the request cumulative stage and StT = −1
refers to the request diminishing stage.

1) Scheme analysis I: Based on the aforementioned anal-
ysis, only in a request cumulative stage or steady stage,
can an inserted request lead to a longer waiting queue |Ψi|
for an upcoming request (see Equation (22)). Thus, to solve
subproblem A2, the best opportunity for sending fake requests
is at the beginning of cumulative stage, i.e., T (m) = T2 (see
Figure 3). Hence, T2 is the earliest moment which satisfies
the constraint of StT = 1.

2) Scheme analysis II: To solve subproblem A3, once a
malicious charging request with a higher energy consumption
rate q(m) is delivered by mi, the remaining lifetime will
be reduced. Hence, mi will receive a higher mixed priority
and preempt more nodes with low priorities. As a result, the
waiting queue |Ψi| of more preempted nodes in Equation (24)
will be prolonged.

Moreover, a higher energy consumption rate can lead to
a longer charging service time t

(c)
i (see Equation (4) and

Equation (5)). Besides, since the servicing moment T of
preempted sensor nodes are further delayed (see Equation (4)),
all their charging time will be prolonged. Therefore, the total
charging time

∑|Ψi|
k=0 t

(c)
k in Equation (24) will be prolonged

as well.
Based on above analysis, the higher the malicious energy

consumption rate q(m) is set, the longer total servicing time in
Equation (24) will be obtained. Therefore, the best malicious
energy consumption rate will be set as q(m) = qmax.

However, in that case, all fake requests will have identical
parameters T (m)

i and q
(m)
i , which will be easy to recognize,

to avoid this problem, mi’s delivering moment T (m)
i and fake

energy consumption rate q(m)
i are formulated as:

T
(m)
i = T (m) + ∆ζt (26)

q
(m)
i = q(m) −∆ζq . (27)

Here, ∆ζt and ∆ζq are distributed randomly in [0, ζt] and
[0, ζq] accordingly, where ζt and ζq denote tiny parameters
which make negligible effective to CoDoC attacking algorith-
m.

3) CoDoC attack algorithm: To maximize the number of
exhausted nodes as well as the missed PoIs, we hereby propose
CoDoC, a collaborative denial of charge attack for WRSN in
Algorithm 2.

Algorithm 2 proceeds as follows. Initially, an adversary
calculates how long it will take before making the next
decision (Line 1-2). Then, the adversary predicts the request
sending time of each sensor node and calculates how many
requests will come before the next decision making moment
(Line 3-9). If the queue length has been prolonged at the
next decision making moment (Lines 10-11), the attacker will
launch CoDoC attack by all malicious nodes which satisfy
Equation (13) (Line 10-21).

Algorithm 2 CoDoC Attack Algorithm
Input: A malicious node set M , number of charging requests |Ψ|
Output: A set of fake charging requests Re(m)

1: Calculate the next decision making time ∆T according to Equation (23);
2: |Ψ(T+∆T )| ← 0;
3: for i← 1 to |N | do
4: Update the predicted energy consumption qi according to Equation (14) -

Equation (20);
5: Update the predicted time of request sending time Ti according to Equation (21);
6: if Ti ∈ (T, T + ∆T ) then
7: |Ψ(T+∆T )| ← |Ψ(T+∆T )|+ 1;
8: end if
9: end for

10: Calculate StT according to Equation (25);
11: if StT = 1 then
12: for i← 1 to |M | do
13: Test whether mi satisfies Equation (13);
14: if mi meets Constraints (UBC, RLC, and LBC) then
15: q

(m)
i ← qmax −∆ζq ;

16: Add <i, xi, yi, q(m)
i , T + ∆ζt> into Re(m);

17: |Ψ(T+∆T )| ← |Ψ(T+∆T )|+ 1;
18: end if
19: end for
20: end if
21: return Re(m);

V. TEST-BED EXPERIMENTS

To demonstrate the effectiveness of our proposed scheme,
test-bed experiments based on state-of-the-art on-demand
charging architectures (e.g. NJNP [16], mTS [18], and ED-
F [17]) are conducted. Detailed configurations are listed in
Table I.

TABLE I
PARAMETERS OF EXPERIMENTS AND SIMULATIONS

Parameters Experiments Simulations

Network size (m2) 200× 100 500× 500
Number of nodes 50 250

Coverage radius of node (m) 3 3
Ratio of malicious nodes 0.2 0.2

Number of PoIs 50 50
Node’s consumption rate (mJ/s) 2.5− 4 2.5− 4
Traveling consumption rate (J/m) 8 8
Charging consumption rate (J/s) 2 2

Charging efficiency 0.90 0.90
Charging threshold 0.10 0.10

Initial energy of node (KJ) 12 12
Initial energy of WCV (KJ) 500 500

Speed of WCV (m/s) 1 1
Attacking algorithm DoC, RA, UBA DoC, RA, UBA

As shown in Figure 4, 50 rechargeable sensor nodes in-
cluding 10 malicious nodes were randomly deployed in the
200× 100 m2 field with P = 50 PoIs. The warning threshold
of sensor nodes is 10% and the charging efficiency is 0.9. The
size of sensor nodes is 50mm× 70mm, with a 12KJ battery
and a 31mm× 47.5mm receiving coil equipped.
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rate when implementing with mTS

First, we compare the differences between theoretical and
experimental results on node survival rate and PoI missing
number in Figure 5. The results of experiments approximately
coincide with theoretical results, which validate the correctness
of our theoretical results.

Then, to clarify the effectiveness of CoDoC in a realistic
scenario, we compare the performance of CoDoC with two
baselines: random attack (RA) and Upper-Bound attack (U-
BA). RA refers to sending fake requests at a random time,
without cooperation between malicious nodes. UBA means to
send fake requests as soon as the energy of malicious node
reaches the Upper-Bound-Constraint (see Equation (11)), in
order to preempt charging queue with the maximum frequency.

As shown in Figure 6, we observe that CoDoC attack leads
to 30% and 147% additional dead sensor nodes comparing
with UBA and RA. The reason is that CoDoC sends malicious
requests more intensively than others in a short time (see
Section IV-B1).

Specifically, as shown in Figure 6, we observe that when
UBA is implemented, the survival rate drops the most rapidly
at the beginning and then remarkably slows down after the
38th day. The reason is that UBA sends fake requests on
the maximum frequency without awareness of the upcoming
requests. Though a portion of malicious nodes exhaust energy
due to the limited capacity of WCV at the beginning, insuffi-
cient malicious requests actually preempt the charging queue
when normal charging requests arrive.

VI. SIMULATION EVALUATIONS

To demonstrate CoDoC is also feasible for large-scaled
WRSNs, extensive simulations are conducted here. Similarly,
we compare our CoDoC attack algorithm with RA and UBA.

At first, we pay attention to node survival rate, indicating the
ratio of survival node. We compare CoDoC attack with UBA
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Fig. 9. Comparison of node survival rate under different energy consumption
rate when mTS is employed

and RA under three typical on-demand charging architectures:
NJNP [16], mTS [18], and EDF [17]. Besides, to illustrate the
impact of the CoDoC attack, we also depict the survival rate
when no attack is launched. As shown in Figure 7, no matter
which charging scheme is taken, we observe that CoDoC
attack leads at least 20%, 23%, and 142% additional dead
sensor nodes comparing with other algorithms. The reason
is that all malicious nodes own the highest priority in the
temporal-only charging scheme. Thus, “hungry” nodes need
to wait for a long time until malicious nodes are all served.

Moreover, no matter which attack scheme is implemented,
the number of missed PoIs increases at the beginning and
then converges to a steady state (see Figure 8(a)). The reason
is that no matter how malicious nodes send fake requests, the
maximum number of coming requests is smaller than WCV’s
charging capability, therefore, no requests will be abandoned.

Then we demonstrate the advantage of launching a charg-
ing attack at the beginning of cumulative stage (see Sec-
tion IV-B1). As shown in Figure 8(b), the queue length usually
firstly increases and then decreases. Specially, the queue length
under UBA rises sharply and falls around the 32th day. The
reason is that UBA sends fake requests without awareness of
the upcoming requests. Thus, there will be a long sending
time gap between malicious requests and normal requests.
Thus, WCV can make full use of the long time gap (see
Equation (23)) to handle malicious requests.

As shown in Figure 8(c), the total service time of CoDoC
attack rises simultaneously with the situation of without attack
before the 43th day. The reason is that CoDoC attack is not
launched until WCV no longer gets rest. Afterwards, CoDoC
attack leads to at least 170% additional total service time
ultimately. The reason is that more accumulated requests need
to be serviced according to Equation (24).

Then we measure the relations between node survival rate
and energy consumption rate as depicted in Figure 9. We
observe that when consumption rate is maximized, CoDoC
attack leads to 47% additional dead nodes. The reason is that
a malicious request with maximum energy consumption rate
can not only preempt most requests but also prolong their total
waiting time (see Equation (24)).

VII. CONCLUSION

In this paper, we have proposed a novel CoDoC algorithm
on WRSN for on-demand charging architecture. At first, we
propose a generalized on-demand charging model as the basis.
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Then a request prediction method (RPM) is introduced for
predicting the emergence of charging request. Afterwards,
CoDoC attack algorithm is developed, through which network
destruction can be maximized. Finally, to demonstrate the
outperformed features of CoDoC, extensive simulations and
test-bed experiments are conducted. The results show that
CoDoC leads to 20% to 142% additional dead sensor nodes
in different on-demand architectures, comparing with BA and
UBA algorithms.

In the future, we will focus on the performance of CoDoC
taken with multiple WCVs. Moreover, the computational over-
head and complexity of CoDoC attack will also be explored.
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